REPORT DOCUMENTATION PAGE
Public repumngfburden furthlss "d ion of inf ion is hiih " i to average 1 hour pe;I response, |n;:lu':mg t:]m time f(;r refwewmgmstrulcg_ons sea ‘sviewing
he estil - i
:]:erahuns andoﬂeports 1215 Jefferson Davis Hlﬂhway Sltm: 1;:]4m Amnx? \7;\ a;%?ﬁz%?]?f;doto‘thi E)l;l?cc; I:f" I\:ar:ralgz:r\n:;:tmannd"écul;g:tg ;:gg AF RI_,—SR—BL-TR"OO omation
1. AGENCY USE ONLY /Leave blank/ 2. REPORT DATE+ 3. REPOF 6 ?/?

December, 1996

4. TITLE AND SUBTITLE u. FUNDING NUMBERS
1996 Summer Research Program (SRP), Summer Faculty Research Program (SFRP) F49620-93-C-0063
Final Reports, Volume 5A, Wright Laboratory -
6. AUTHOR(S)
Gary Moore
7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
Research & Development Laboratories (RDL) REPORT NUMBER
5800 Uplander Way
Culver City, CA 90230-6608
9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING
Air Force Office of Scientific Research (AFOSR) AGENCY REPORT NUMBER
801 N. Randolph St.
Arlington, VA 22203-1977
11. SUPPLEMENTARY NOTES
12a. DISTRIBUTION AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE

Approved for Public Release

13. ABSTRACT (Maximum 200 words)
The United States Air Force Summer Research Program (USAF-SRP) is designed to introduce university, college, and

technical institute faculty members, graduate students, and high school students to Air Force research. This is accomplished
by the faculty members (Summer Faculty Research Program, (SFRP)), graduate students (Graduate Student Research
Program (GSRP)), and high school students (High School Apprenticeship Program (HSAP)) being selected on a nationally
advertised competitive basis during the summer intersession period to perform research at Air Force Research Laboratory
(AFRL) Technical Directorates, Air Force Air Logistics Centers (ALC), and other AF Laboratories. This volume consists
of a program overview, program management statistics, and the final technical reports from the SFRP participants at the
Wright Laboratory.

14. SUBJECT TERMS 15. NUMBER OF PAGES

Air Force Research, Air Force, Engineering, Laboratories, Reports, Summer, Universities,

Faculty, Graduate Student, High School Student 16. PRICE CODE

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF

OF REPORT OF THIS PAGE OF ABSTRACT ABSTRACT
Unclassified Unclassified Unclassified UL

Standard Fnrm 298 (Rev 2-89) (EG)
Prescribed by ANSI 9.18

Designed using Perform Pru WHS/DIOR, Oct 94




UNITED STATES AIR FORCE
SUMMER RESEARCH PROGRAM -- 1996

SUMMER FACULTY RESEARCH PROGRAM FINAL REPORTS

VOLUME 5A

WRIGHT LABORATORY

RESEARCH & DEVELOPMENT LABORATORIES
5800 Uplander Way
Culver City, CA 90230-6608

Program Director, RDL Program Manager, AFOSR
Gary Moore Major Linda Steel-Goodwin
Program Manager, RDL Program Administrator, RDL
Scott Licoscos Johnetta Thompson

Program Administrator, RDL
Rebecca Kelly

Submitted to:

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH
Bolling Air Force Base
Washington, D.C.
December 1996

AR ol O~ 1296

1$0 1¢£0100¢




PREFACE

Reports in this volume are numbered consecutively beginning with number 1. Each report is
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2,
2-3.

Due to its length, Volume 5 is bound in three parts, 5A, 5B and 5C. Volume 5A contains
#1-24. Volume 5B contains reports #25-48 and 5C contains #49-70. The Table of Contents for
Volume 5 is included in all parts.

This document is one of a set of 16 volumes describing the 1996 AFOSR Summer Research
Program. The following volumes comprise the set:

VYOLUME TITLE

1 Program Management Report
Summer Faculty Research Program (SFRP) Reports

2A & 2B Armstrong Laboratory

3A&3B Phillips Laboratory

4 Rome Laboratory

5A,5B&5C Wright Laboratory

6 Arnold Engineering Development Center, Wilford Hall Medical Center and

Air Logistics Centers
Graduate Student Research Program (GSRP) Reports

TA & 7B Armstrong Laboratory

8 Phillips Laboratory

9 Rome Laboratory

10A & 10B Wright Laboratory

11 Amold Engineering Development Center, United States Air Force Academy,

Wilford Hall Medical Center, and Wright Patterson Medical Center

High School Apprenticeship Program (HSAP) Reports

12A & 12B Armstrong Laboratory

13 Phillips Laboratory

14 Rome Laboratory

15A&15B Wright Laboratory

16 Armold Engineering Development Center
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INTRODUCTION

The Summer Resecarch Program (SRP), sponsored by the Air Force Office of Scientific
Research (AFOSR), offers paid opportunities for university faculty, graduate students, and high
school students to conduct research in U.S. Air Force research laboratories nationwide during
the summer.

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming
academic researchers with Air Force scientists in the same disciplines using laboratory facilities
and equipment not often available at associates' institutions.

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty
members with at least two years of teaching and/or research experience in accredited U.S.
colleges, universities, or technical institutions. SFRP associates must be either U.S. citizens or
permanent residents.

The Graduate Student Research Program (GSRP) is open annually to approximately 100
graduate students holding a bachelor's or a master's degree; GSRP associates must be U.S.
citizens enrolled full time at an accredited institution.

The High School Apprentice Program (HSAP) annually selects about 125 high school students
located within a twenty mile commuting distance of participating Air Force laboratories.

AFOSR also offers its research associates an opportunity, under the Summer Research
Extension Program (SREP), to continue their AFOSR-sponsored research at their home
institutions through the award of research grants. In 1994 the maximum amount of each grant
was increased from $20,000 to $25,000, and the number of AFOSR-sponsored grants
decreased from 75 to 60. A separate annual report is compiled on the SREP.

The numbers of projected summer research participants in each of the three categories and
SREP “grants” are usually increased through direct sponsorship by participating laboratories.

AFOSR's SRP has well served its objectives of building critical links between Air Force
research laboratories and the academic community, opening avenues of communications and
forging new research relationships between Air Force and academic technical experts in areas of
national interest, and strengthening- the nation's efforts to sustain careers in science and
engineering. The success of the SRP can be gauged from its growth from inception (see Table
1) and from the favorable responses the 1996 participants expressed in end-of-tour SRP
evaluations (Appendix B).

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first
awarded to Research & Development Laboratories (RDL) in September 1990.  After
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completion of the 1990 contract, RDL (in 1993) won the recompetition for the basic year and
four 1-year options.

2. PARTICIPATION IN THE SUMMER RESEARCH PROGRAM
The SRP began with faculty associates in 1979; graduate students were added in 1982 and high

school students in 1986. The following table shows the number of associates in the program
each year. '

YEAR SRP Participation, by Year TOTAL
SFRP GSRP HSAP
1979 70 70
1980 87 87
1981 87 87
1982 91 17 108
1983 101 53 154
1984 152 &4 236
1985 154 92 246
1986 158 100 42 300
1987 159 101 73 333
1988 153 107 101 361
1989 168 102 103 373
1990 165 121 132 418
1991 170 142 132 444
1992 185 121 159 464
1993 - 187 117 136
1994 192 117 133 442
1995 190 115 137 42
1996 188 109 138 435




Beginning in 1993, due to budget cuts, some of the laboratories weren’t able to afford to fund
as many associates as in previous years. Since then, the number of funded positions has
remained fairly constant at a slightly lower level.

3. RECRUITING AND SELECTION

The SRP is conducted on a nationally advertised and competitive-selection basis. The
advertising for faculty and graduate students consisted primarily of the mailing of 8,000 52-
page SRP brochures to chairpersons of departments relevant to AFOSR research and to
administrators of grants in accredited universities, colleges, and technical institutions.
Historically Black Colleges and Universities (HBCUs) and Minority Institutions (MIs) were
included. Brochures also went to all participating USAF laboratories, the previous year's
participants, and numerous individual requesters (over 1000 annually).

RDL placed advertisements in the following publications: Black Issues in Higher Education,
Winds of Change, and IEEE Spectrum. Because no participants list either Physics Today or
Chemical & Engineering News as being their source of learning about the program for the past
several years, advertisements in these magazines were dropped, and the funds were used to
cover increases in brochure printing costs.

High school applicants can participate only in laboratories located no more than 20 miles from
their residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high
schools in the vicinity of participating laboratories, with instructions for publicizing the program
in their schools. High school students selected to serve at Wright Laboratory's Armament
Directorate (Eglin Air Force Base, Florida) serve eleven weeks as opposed to the eight weeks
normally worked by high school students at all other participating laboratories.

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High
school students who have more than one laboratory or directorate near their homes are also
given first, second, and third choices.

Laboratories make their selections and prioritize their nominees. AFOSR then determines the
number to be funded at each laboratory and approves laboratories' selections.

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees
do not accept the appointment, so alternate candidates are chosen. This multi-step selection
‘procedure results in some candidates being notified of their acceptance after scheduled
deadlines. The total applicants and participants for 1996 are shown in this table.




1996 Applicants and Participants

PARTICIPANT TOTAL SELECTEES DECLINING

CATEGORY APPLICANTS SELECTEES
SFRP 512 188 39
HEBCU/MD 19 1)) ®)]
GSRP 235 109 7
HBCUMD (18) ) )
HSAP 474 138 8
TOTAL 1281 435 54

4. SITE VISITS

During June and July of 1996, representatives of both AFOSR/NI and RDL visited each
participating laboratory to provide briefings, answer questions, and resolve problems for both
laboratory personnel and participants. The objective was to ensure that the SRP would be as
constructive as possible for all participants. Both SRP participants and RDL representatives
found these visits beneficial. At many of the laboratories, this was the only opportunity for all
participants to meet at one time to share their experiences and exchange ideas.

5. HISTORICALLY BLACK COLLEGES AND UNIVERSITIES AND MINORITY
INSTITUTIONS (HBCU/MIs)

Before 1993, an RDL program representative visited from seven to ten different HBCU/Mis
annually to promote interest in the SRP among the faculty and graduate students. These efforts
were marginally effective, yielding a doubling of HBCI/MI applicants. In an effort to achieve
AFOSR’s goal of 10% of all applicants and selectees being HBCU/MI qualified, the RDL team
decided to try other avenues of approach to increase the number of qualified applicants.
Through the combined efforts of the AFOSR Program Office at Bolling AFB and RDL, two
very active minority groups were found, HACU (Hispanic American Colleges and Universities)
and AISES (American Indian Science and Engineering Society). RDL is in communication
with representatives of each of these organizations on a monthly basis to keep up with the their
activities and special events. Both organizations have widely-distributed magazines/quarterlies
in which RDL placed ads.

Since 1994 the number of both SFRP and GSRP HBCU/MI applicants and participants has

increased ten-fold, from about two dozen SFRP applicants and a half dozen selectees to over

100 applicants and two dozen selectees, and a half-dozen GSRP applicants and two or three

selectees to 18 applicants and 7 or 8 selectees. Since 1993, the SFRP had a two-fold applicant
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increase and a two-fold selectee increase. Since 1993, the GSRP had a three-fold applicant
increase and a three to four-fold increase in selectees.

Tn addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional
funding or use leftover funding from cancellations the past year to fund HBCU/MI associates.

This year, 5 HBCU/MI SFRPs declined after they were selected (and there was no one
qualified to replace them with). The following table records HBCU/MI participation in this

program.
SRP HBCU/MI Participation, By Year
YEAR SFRP GSRP
Applicants Participants Applicants Participants

1985 76 23 15 11
1986 70 18 20 10
1987 82 32 32 10
1988 53 17 23 14
1989 39 15 13 4
1990 43 14 17 3
1991 42 13 8 5
1992 70 13 9 5
1993 60 13 6 2
1994 90 16 11 6
1995 90 21 20 8
1996 119 27 18 7

6. SRP FUNDING SOURCES

Funding sources for the 1996 SRP were the AFOSR-provided slots for the basic contract and
laboratory funds. Funding sources by category for the 1996 SRP selected participants are

shown here.




1996 SRP FUNDING CATEGORY SFRP GSRP HSAP
AFOSR Basic Allocation Funds 141 85 123
USAF Laboratory Funds 37 19 15
HBCU/MI By AFOSR 10 5 0
(Using Procured Addn’l Funds)

TOTAL 188 109 138

SFRP - 150 were selected, but nine canceled too late to be replaced.

GSRP - 90 were selected, but five canceled too late to be replaced (10 allocations for
the ALCs were withheld by AFOSR.)

HSAP - 125 were selected, but two canceled too late to be replaced.

7.  COMPENSATION FOR PARTICIPANTS

Compensation for SRP participants, per five-day work week, is shown in this table.

1996 SRP Associate Compensation
PARTICIPANT CATEGORY | 1991 | 1992 | 1993 | 1994 | 1995 | 1996

Faculty Members $690 | $718 | $740 | $740 | $740 | $770

Graduate Student $425 | $442 | $455 | $455 | $455 | $470
(Master's Degree)

Graduate Student $365 | $380 | $391 | $391 | $391 | $400
(Bachelor's Degree)

High School Student $200 | $200 | $200 | $200 | $200 | $200
(First Year)

High School Student $240 | $240 | $240 | $240 | $240 | $240
(Subsequent Years) h

The program also offered associates whose homes were more than 50 miles from the laboratory
an expense allowance (seven days per week) of $50/day for faculty and $40/day for graduate
students. Transportation to the laboratory at the beginning of their tour and back to their home
destinations at the end was also reimbursed for these participants. Of the combined SFRP and




GSRP associates, 65 % (194 out of 297) claimed travel reimbursements at an average round-
trip cost of $780.

Faculty members were encouraged to visit their laboratories before their summer tour began.
All costs of these orientation visits were reimbursed. Forty-five percent (85 out of 188) of
faculty associates took orientation trips at an average cost of $444. By contrast, in 1993, 58 %
of SERP associates took orientation visits at an average cost of $685; that was the highest
percentage of associates opting to take an orientation trip since RDL bas administered the SRP,
and the highest average cost of an orientation trip. These 1993 numbers are included to show
the fluctuation which can occur in these numbers for planning purposes.

Program participants submitted biweekly vouchers countersigned by their laboratory research
focal point, and RDL issued paychecks so as to arrive in associates’ hands two weeks later.

In 1996, RDL implemented direct deposit as a payment option for SFRP and GSRP associates.
There were some growing pains. Of the 128 associates who opted for direct deposit, 17 did not
check to ensure that their financial institutions could support direct deposit (and they couldn’t),
and eight associates never did provide RDL with their banks’ ABA number (direct deposit bank
routing number), so only 103 associates actually participated in the direct deposit program. The
remaining associates received their stipend and expense payments via checks sent in the US
mail.

HSAP program participants were considered actual RDL employees, and their respective state
and federal income tax and Social Security were withheld from their paychecks. By the nature
of their independent research, SFRP and GSRP program participants were considered to be
consultants or independent contractors. As such, SFRP and GSRP associates were responsible
for their own income taxes, Social Security, and insurance.

8. CONTENTS OF THE 1996 REPORT

The complete set of reports for the 1996 SRP includes this program management report
(Volume 1) augmented by fifteen volumes of final research reports by the 1996 associates, as
indicated below:

1996 SRP Final Report Volume Assignments

LABORATORY SFRP GSRP HSAP
Armstrong 2 7 12
Phillips 3 8 13
Rome 4 9 14
Wright 5A, SB 10 15
AEDC, ALCs, WHMC 6 11 16




APPENDIX A - PROGRAM STATISTICAL SUMMARY

A. Colleges/Universities Represented

Selected SFRP associates represented 169 different colleges, universities, and
institutions, GSRP associates represented 95 different colleges, universities, and institutions.

B. States Represented

SFRP -Applicants came from 47 states plus Washington D.C. and Puerto Rico.
Selectees represent 44 states plus Puerto Rico.

GSRP - Applicants came from 44 states and Puerto Rico. Selectees represent 32 states.

HSAP - Applicants came from thirteen states. Selectees represent nine states.

Total Number of Participants

SFRP 188

GSRP 109

HSAP 138

TOTAL 435

Degrees Represented
SFRP GSRP TOTAL

Doctoral 184 1 185
Master's 4 48 52
Bachelor's 0 60 60
TOTAL 188 109 - 297




SFRP Academic Titles
Assistant Professor 79
Associate Professor 59
Professor 42
Instructor 3
Chairman 0
Visiting Professor 1
Visiting Assoc. Prof. 0
Research Associate 4
TOTAL 188
Source of Learning About the SRP
Category Applicants Selectees
Applied/participated in prior years 28% 34%
Colleague familiar with SRP 19% 16%
Brochure mailed to institution 23% 17%
Contact with Air Force laboratory 17% 23%
IEEE Spectrum 2% 1%
BIIHE 1% 1%
Other source 10% 8%
TOTAL 100% 100%
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APPENDIX B - SRP EVALUATION RESPONSES
1. OVERVIEW
Evaluations were completed and returned to RDL by four groups at the completion of the SRP.

The number of respondents in each group is shown below.

Table B-1. Total SRP Evaluations Received

Evaluation Group Responses
SFRP & GSRPs 275
HSAPs 113
USAF Laboratory Focal Points &4
USAF Laboratory HSAP Mentors 6

All groups indicate unanimous enthusiasm for the SRP experience.

The summarized recommendations for program improvement from both associates and
laboratory personnel are listed below:

A. Better preparation on the labs’ part prior to associates’ arrival (i.e., office space,
computer assets, clearly defined scope of work).

B. Faculty Associates suggest higher stipends for SFRP associates.

C. Both HSAP Air Force laboratory mentors and associates would like the summer
tour extended from the current 8 weeks to either 10 or 11 weeks; the groups
state it takes 4-6 weeks just to get high school students up-to-speed on what’s
going on at laboratory. (Note: this same argument was used to raise the faculty
and graduate student participation time a few years ago.)




2. 1996 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES

The summarized results listed below are from the 84 LFP evaluations received.
1. LFP evaluations received and associate preferences:

Table B-2. Air Force LFP Evaluation Responses (By Type)

How Many Associates Would You Prefer To Get ? (% Response) v

SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor)

Lab Evals 0 1 2 3+ 0 1 2 3+ 0 1 2 3+

Recv’d

AEDC 0 - - - - - - - - - - - -
WHMC 0 - - - - - - - - - - - -
AL 7 28 28 28 14 54 14 28 0 86 0 14 0
FJSRL 1 0 100 0 0 100 0 0 0 0 100 0 0
PL 25 40 40 16 4 88 12 0 0 84 12 4 0
RL 5 60 40 0 0 80 10 0 0 100 0 0 (1]
WL 46 30 43 20 6 78 17 4 0 93 4 2 0

Total 84 N% 0% 13% 5% | 80% 11% 6% 0% B% 23% 4% 0%

LFP Evaluation Summary. The summarized responses, by laboratory, are listed on the
following page. LFPs were asked to rate the following questions on a scale from 1 (below
average) to 5 (above average).

2. LFPs involved in SRP associate application evaluation process:

a. Time available for evaluation of applications:

b. Adequacy of applications for selection process:
3. Value of orientation trips:
4. Length of research tour:
5 Benefits of associate's work to Iaboratory:
Benefits of associate's work to Air Force:
Enhancement of research qualifications for LFP and staff:
Enhancement of research qualifications for SFRP associate:
Enhancement of research qualifications for GSRP associate:
Enhancement of knowledge for LFP and staff:
Enhancement of knowledge for SFRP associate:

¢. Enhancement of knowledge for GSRP associate:
8. Value of Air Force and university links:
9. Potential for future collaboration:
10.  a. Your working relationship with SFRP:

b. Your working relationship with GSRP:
11. Expenditure of your time worthwhile:

(Continued on next page)

6.
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12. Quality of program literature for associate:

b. Quality of RDL's communications with associates:
14. Overall assessment of SRP:

Table B-3. Laboratory Focal Point Reponses to above questions

|
|
13.  a. Quality of RDL's communications with you:
|

AEDC AL FJSRL PL RL  WHMC WL
# Evals Recv'd 0 7 1 14 5 0 46
Question #

2 - 86% 0% 8% 8% - 85 %
2a - 4.3 n/a 3.8 4.0 - 3.6
2b - 4.0 n/a 3.9 4.5 - 4.1
3 - 4.5 n/a 4.3 4.3 - 3.7
4 - 4.1 4.0 4.1 4.2 - 3.9
5a - 4.3 5.0 4.3 4.6 - 4.4
5b - 4.5 n/a 4.2 4.6 - 4.3
6a - 4.5 5.0 4.0 4.4 - 4.3
6b - 4.3 n/a 4.1 5.0 - 4.4
6¢c - 3.7 5.0 35 5.0 - 4.3
Ta - 4.7 5.0 4.0 4.4 - 4.3
o - 4.3 n/a 4.2 5.0 - 4.4
Tc - 4.0 5.0 3.9 5.0 - 4.3
8 - 4.6 4.0 4.5 4.6 - 4.3
9 - 4.9 5.0 4.4 4.8 - 4.2
10a - 5.0 n/a 4.6 4.6 - 4.6
10b - 4.7 5.0 3.9 5.0 - 4.4
11 - 4.6 5.0 4.4 4.8 - 4.4
12 - 4.0 4.0 4.0 4.2 - 3.8
13a - 3.2 4.0 35 3.8 - 3.4
13b - 34 4.0 3.6 4.5 - 3.6
14 - 4.4 5.0 4.4 4.8 - 4.4
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3. 1996 SFRP & GSRP EVALUATION RESPONSES

The summarized results listed below are from the 257 SFRP/GSRP evaluations received.

Associates were asked to rate the following questions on a scale from 1 (below average) to 5
(above average) - by Air Force base results and over-all results of the 1996 evaluations are
listed after the questions.

1. The match between the laboratories research and your field:
2. Your working relationship with your LFP:
3. Enhancement of your academic qualifications:
4. Enhancement of your research qualifications:
5. Lab readiness for you: LFP, task, plan:
6. Lab readiness for you: equipment, supplies, facilities:
7. Lab resources:
8. Lab research and administrative support:
9. Adequacy of brochure and associate handbook:
10. RDL communications with you:
11. Overall payment procedures:
12. Overall assessment of the SRP:
13.  a. Would you apply again?
b. Will you continue this or related research?
14. Was length of your tour satisfactory?
15. Percentage of associates who experienced difficulties in finding housing:
16. Where did you stay during your SRP tour?
a. At Home:
b. With Friend:
c. On Local Economy:

d. Base Quarters:
17. Value of orientation visit:

a. Essential:

b. Convenient:

C. Not Worth Cost:

d. Not Used:

SFRP and GSRP associate’s responses are listed in tabular format on the following page.
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Table B4. 1996 SFRP & GSRP Associate Responses to SRP Evaluation

Aroold ] Brooks ]| Edwards ]| Egin | Griffis | Hanscom J Kelly J Kirtland § Lackiand | Robins | Tyndsl | WPAFB | aversge

# 6 48 6 7] 31 19 3 32 1 2 10 85 257
res

1 48 | 44 46 (471} 44 4.9 4.6 4.6 5.0 5.0 4.0 4.7 4.6
2 50 | 4.6 41 49 ] 47 4.7 501 4.7 5.0 5.0 4.6 4.8 4.7
3 45 | 44 40 |46} 43 4.2 4.3 4.4 5.0 5.0 4.5 4.3 4.4
4 4.3 4.5 38 146] 44 4.4 4.3 4.6 5.0 4.0 4.4 4.5 4.5
5 45 | 43 33 1481 44 4.5 4.3 4.2 5.0 5.0 3.9 4.4 4.4
6 4.3 4.3 37 147 ] 44 4.5 40] 3.8 5.0 5.0 3.8 4.2 4.2
7 45 | 44 42 | 48] 45 4.3 4.3 4.1 5.0 5.0 4.3 4.3 4.4
8 45 ] 46 30 491 44 4.3 4.3 4.5 5.0 5.0 4.7 4.5 4.5
9 47 | 45 47 [ 45] 43 4.5 4.7 4.3 5.0 5.0 4.1 4.5 4.5
10§ 42 | 44 47 1441} 41 4.1 4.0 4.2 5.0 4.5 3.6 44 4.3
1] 381] 41 45 j40] 39 4.1 4.0 4.0 3.0 4.0 3.7 4.0 4.0
2] 571 4.7 43 149 45 4.9 4.7 4.6 5.0 4.5 4.6 4.5 4.6

Numbers below are | €s

Ba {1 83 90 83 93 87 75 100 81 100 100 100 86 87
Bb 1 100 89 83 1001 94 98 100 94 100 100 100 94 93
14 83 96 100 90 87 80 160 92 100 100 70 84 88
15 17 6 0 33 20 76 33 25 0 100 20 8 39
16a - 26 17 9 38 23 3 4 - - - 30

16b | 100 33 - 40 - 8 - - - - 36 2

16c - 41 83 40 62 69 67 96 100 100 64 68

i6d - - - - - - - - - - - 0

17a - 33 100 17 50 14 67 3 - 50 40 31 35
17 - 21 - 17 10 14 - 24 - 50 20 16 16
17c - - - - 10 7 - - - - - 2 3
17d § 100 46 - 66 30 69 3 37 100 - 40 51 46
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4. 1996 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES

Not enough evaluations received (5 total) from Mentors to do useful summary.
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5. 1996 HSAP EVALUATION RESPONSES

The summarized results listed below are from the 113 HSAP evaluations received.

HSAP apprentices were asked to rate the following questions on a scale from
1 (below average) to 5 (above average)

Your influence on selection of topic/type of work.
Working relationship with mentor, other lab scientists.
Enhancement of your academic qualifications.
Technically challenging work.
Lab readiness for you: mentor, task, work plan, equipment.
Influence on your career.
Increased interest in math/science.
Lab research & administrative support.
Adequacy of RDL’s Apprentice Handbook and administrative materials.
. Responsiveness of RDL communications.
11. Overall payment procedures.
12. Overall assessment of SRP value to you.

WX R WD -

13. Would you apply again next year? Yes (92 %)
14. Will you pursue future studies related to this research? Yes (68 %)
15. Was Tour length satisfactory? Yes (82 %)
Amold  Brooks | Edwards _ Eglin | Griffiss  Hanscom | Kifland Tyndall | WPAFB __ Totals
# 5 19 7 15 13 2 7 5 40 113
resp
1 2.8 33 34 3.5 34 4.0 3.2 3.6 3.6 34
2 4.4 4.6 4.5 4.8 4.6 4.0 4.4 4.0 4.6 4.6
3 4.0 42 4.1 4.3 4.5 5.0 43 4.6 4.4 4.4
4 3.6 3.9 4.0 4.5 4.2 5.0 4.6 3.8 4.3 4.2
5 4.4 4.1 3.7 4.5 4.1 3.0 3.9 3.6 3.9 4.0
6 3.2 3.6 3.6 4.1 3.8 5.0 3.3 3.8 3.6 3.7
7 2.8 4.1 4.0 3.9 3.9 5.0 3.6 4.0 4.0 3.9
8 3.8 4.1 4.0 4.3 4.0 4.0 4.3 3.8 4.3 4.2
9 4.4 3.6 4.1 4.1 35 4.0 3.9 4.0 3.7 3.8
10 | 4.0 3.8 4.1 3.7 4.1 4.0 3.9 2.4 3.8 3.8
11 4.2 42 3.7 3.9 3.8 3.0 3.7 2.6 3.7 3.8
12 | 4.0 4.5 4.9 4.6 4.6 5.0 4.6 4.2 4.3 4.5
Numbers below are percentages
13| 60% 95% | 100% 100%| 8% 100% | 100% 100% | 90% 92%
14 | 20% 80% 71% 80% | 54% 100% 1% 80% | 65% 68%
15 | 100% 70% 71% 100% { 100% 50% 8% 60% { 80% 82%
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Abstract

Forward looking infrared (FLIR) detector arrays generally produce low resolution images
because the FLIR arrays can not be made sufficiently dense to yield a high sampling frequency
using the current technology. Microscanning is an effective technique for reducing aliasing and
increasing resolution in images produced by staring infrared imaging systems, which involves
recording a sequence of frames through subpixel movements of the field of view on the detector
array and then interlacing them to produce a high resolution image. The FLIR system is usually
mounted on a moving platform, such as an aircraft, and the normal vibrations associated with the
moving platform can be used to generate shifts in the FLIR recorded sequence of frames. Since a
fixed number of frames is required for a given level of microscanning, and the shifts are random,
some of the acquired frames may have almost similar shifts thus making them unusable for high
resolution image reconstruction. In this paper, we utilize a modified version of the algorithm
reported in Ref. 1 for estimating the shifts among the acquired frames and then utilize a k-
nearest-neighbor approach for estimating the above mentioned missing frames to form the final
high resolution image. Blurring by the detector and optics of the imaging system limits the
increase in image resolution when microscanning is attempted at sub-pixel movements of less
than half the detector width. We resolve this difficulty by the application of Wiener filter,
designed using the MTF of the imaging system, to the microscanned images. Computer
simulation and experimental results are presented to verify the effectiveness of the proposed

technique. This technique is significantly faster than the alternate techniques, and is found to be
especially suitable for real time applications.
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1 Introduction

In many Forward Looking Infrared (FLIR) imaging systems, the detector spacing in the focal
plane array is not sufficiently small so as to sample a band-limited scene at the Nyquist rate,
resulting in a degraded image due to aliasing artifacts. The construction of a focal plane array
with smaller and more closely spaced detector elements is very difficult and prohibitively
expensive due to fabrication complexity and quantum efficiency problems. Over the last four
years, the Electro-Optics Branch of Wright Laboratory has been developing a microscan imaging
technique to increase the spatial sampling rate of existing focal plane arrays and to alleviate the
aliasing effects in infrared imageryz. The microscanning process uses a sequence of spatially
undersampled time frames of a scene to generate the high resolution image. Each frame is
subpixel shifted relative to each other frame onto a set grid pattern. The sequence of frames are
then interlaced to yield the high resolution image which represents the input scene effectively
sampled at a higher spatial frequency. The aforementioned process is called controlled
microscanning because the subpixel shifts between the temporal image frames are controlled and
therefore known a priori. In this paper, we consider a practical scenario where an imager is
mounted on a moving and/or vibrating platform, such as an aircraft. Consequently, controlled
microscanning can not be used for such applications. Uncontrolled microscanning is the process
where the shifts for each frame are unknown and must be estimated before registering onto the
high resolution grid pattern. The shifts for each frame are unknown because they are generated by
the random motion and/or vibration of the imager platform and not by a microscan mirror. Using
random shifts alone eliminates the necessity for a microscan mirror and driver system. Since a
fixed number of frames is required for a given level of microscanning, and the shifts are random,
some of the acquired frames may have almost similar shifts which will create empty bins in the
high resolution image reconstruction. Thus, the key factors for the high resolution image
reconstruction are the accurate knowledge of the subpixel translational motion of the scene
relative to the FLIR array and the accurate estimation of the missing frames (a frame whose
translational shifts are similar to another frame or a frame which does not exist corresponding to
a desired grid pattern). In this paper, we have utilized a modified version of the algorithm
reported in Ref. 1 for estimating the shifts between the acquired frames and then used a k-
nearest-neighbor approach for estimating the aforementioned missing frames. The proposed
algorithm is significantly faster than alternate techniques® and is found to be suitable for real
time applications.

With the increase of microscan level (i.e., smaller and smaller subpixel movements), we expect
to see a proportional increase in resolution of the final reconstructed image. However, attempts at
increasing the resolution beyond the Nyquist rate produce images having the same general
appearance independent of microscan level. This bottleneck in the microscanning process was
found to be primarily caused by the blurring inherent to the system’s modulation transfer
function (MTF). The main contributors to the system MTF are the optical transfer function and
the detector transfer function. Since all parameters of the imager optics and detector array are
known, it is possible to accurately model the system MTF. The application of a Wiener filter’
was found to be an effective means of removing the blurring caused by the system MTF and
improving the resolution of microscanned image data. Computer simulations were performed by
varying the level of microscanning along with the optical transfer function and detector transfer
function. The resulting images are then compared with those images produced after using Wiener
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filtering to deconvolve the optical and detector blurring functions out of the microscan images.
Note that the Wiener filter restoration is done in the discrete domain on the sensor’s discrete
output image. However, the blurring of an image by the optics and detectors of the sensor is a
continuous process. Therefore the continuous blurring function must be mapped to a discrete
blurring function to be used to create a discrete Wiener filter for restoration. To avoid aliasing in
the continuous to discrete conversion of the function, the continuous function must be sampled at
a high enough frequency so as to meet the Nyquist rate. Microscanning increases this sampling
rate and allows the continuous functions to be properly mapped and used to form the discrete
Wiener filter for restoration.

A considerable understanding of the advantages and limitation of the Wiener filtering technique
was acquired from the information compiled during the microscan simulation. The knowledge
acquired from the simulation was applied to restoring imagery collected from a real-time FLIR
imaging system. From the simulation and experimental results, it is evident that the proposed k-
nearest-neighbor approach for estimating the missing frames significantly improves the image
quality. The resolution of the final high resolution image can be improved further by the

application of Wiener filtering, especially for alleviating the effects of blurring caused by system
MTF.

2 The Sampling Process
2.1 Sampling in a FLIR Array

In a FLIR array, sampling is performed by a finite sized array of detectors and three main factors
must be taken into consideration: the optical point spread function, the detector charge
integration, and the detector array geometry. The block diagram in Fig. 1 illustrates the sampling
process in a FLIR array. The object scene, denoted o(x,y), is convolved with the point spread
function of the optics, psf(x,y), and the aperture function for the square detector® , d(x,y).

o(xy) f(x.y) f(x.y) fixy) i(xy) i(m.n)
R R Convert to
> psfixy) > dxy) Discrete [ *
Point Spread Detector l
Function Integration r(xy) samp(xy)
Finite Detector ~ Sampling
Array Function

Figure 1. Block diagram of the imaging system.

For our imaging system, we assume the detector has a flat response across its active region so the
detector function can be expressed as:

d(x,y) —l 7 rect(x %—), (D

where a and b are the dimensions of the individual detectors. The result is multiplied by a
function representing the limited extent of the detector array, r(x,y), expressed as
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el )
r(x,y) = rec 7 ) 2

where X and Y are the dimensions of the array. To apply this integration to all of the detectors, it
is multiplied by the sampling lattice, combax ay(X.y),

[ e -
comb,, ,,(x,) Ay 2 Z S(Zxx— —-m, Zy;—n) = Z 25 (x—-mAx,y—nAy) (3)

m=—co n=-—oco M=-=co f==—co

where Ax and Ay are the center-to-center detector spacings. The resulting expression for the
staring image is

1
i(x,y)= [o(x, y)* psf (x, y)*-l-;;l rect(-z-,%):l . rect(—i—,%) -comb,, Ay (x, y). @

An illustration of a uniform detector array showing critical dimensions is shown in Fig. 2.

g

X

Figure 2. The detector array.
2.2 Controlled Microscanning

In controlled microscanning, the subpixel shifts between temporal image frames are controlled
and therefore known in advance. A level L microscan is defined to be the case where 12 staring
frames are acquired for each high resolution frame and each staring frame has its own unique
controlled subpixel shift, each shift being part of a uniform grid. Thus, each staring frame has a
shift that is integer multiple of 1/L times the detector width. The staring frames are interlaced in
an LxL pattern to produce a high resolution frame of size NLxNL where N is the size of the
square detector array. For a level 2 or 2x2 microscanned image, the original scene is stepped one
half the length of the detector in the x and y directions producing a series of four staring images.
These images are then interlaced to produce the resulting microscan image of 2Nx2N pixels, as
shown in Fig. 3 where the reconstructed image has 4 times the number of unique samples as any
of the four frames. Thus, a level-L microscanning effectively increases the sampling frequency
by L without changing the detector size or spacing. Since the effect of the finite detector array
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r(x,y) is small compared to the effects of the detector integration and the psf, neglecting the effect
of r(x,y), an LxL microscan process can be expressed as

L~-1 L-1 .
J

, _ BT AN Y LI
i(x,y)= [o(x, y)* psf (x, y)* |ab| rect(a D ):l Iz ; Zacomb&_‘&_‘,(x I y L] &)

where the factor of 1/L? is used to adjust for the reduction in detector integration time at each of
the L? microscan steps.

+ + + + + + + +
N | >
+ + +
N
+ + + é + + i +
Frame 1 Frame 2
+ + +
+
.
+ + + +
Frame 4 Frame 3

Detector Size

Tz 1 2
+ |+ |+ |+ |+

g |

r'4 T 4
3 & 3 3 .
- . + Microscan
t At § 2 Pattern
+ 0+ |+
q g 3 L3 3 q 3
+ |+ |+ ]+ |+ +]+]+

Figure 3. Ilustration of a level 2 microscanning process.

2.3 Uncontrolled Microscanning

Uncontrolled microscanning results from practical applications where the imager is mounted on a
moving and/or vibrating platform, such as an aircraft, and the vibrations associated with the
platform can be exploited to create the shifts in the acquired frames. In uncontrolled
microscanning, the shifts for each recorded frame are unknown and must be obtained before
forming an estimate of the high resolution image. Because the shifts are random in uncontrolled
microscanning, it eliminates the need for a microscan mirror and driver system otherwise
required in controlled microscanning. Since a fixed number of frames is required for a given
level of microscanning, and the shifts are random, some of the acquired frames may have almost
similar shifts or unusable shifts which will generate empty bins in the high resolution image
reconstruction. Thus, the key factors for the high resolution image reconstruction are the accurate
knowledge of the subpixel translational motion of the scene relative to the FLIR array and the
accurate estimation of the missing frames for filling the empty bins in the high resolution image.
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3 Image Registration

For uncontrolled microscanning, the movement of the scene on the array is produced by random
motion and/or vibration of the imager platform. Therefore the image shifts are unknown for each
recoreded frame. It is necessary to develop a suitable algorithm which can accurately estimate the
registration parameters i.e., in our case, the random translational shifts. Various algorithms have
been reported in the literature for estimating the image registration parameter52‘7‘8. Among these
techniques, the gradient based registration technique proposed in Ref. 2 appears to be particularly
attractive for practical applications. However, this technique only works for small shifts. To
accommodate the case where larger shift values are anticipated, we utilized the iterative
technique proposed in Ref. 7 and incorporated it with the registration algorithm proposed in Ref.
1.In this algorithm, the first acquired frame is considered to be the reference frame and the shifts
associated with the remaining frames are calculated with respect to the reference frame. If p
represents the total number of frames acquired by the imager, and h; and vy represents the shifts
in the horizontal and vertical directions for the kth frame, then the observed kth frame may be
expressed as

0,(x,y)=0(x+h,,y+Vv,), ©)
where k € {2, 3, 4, ..., p} and for the reference frame, h; = v; = 0. Considering the first three
terms for the Taylor series expansion, Eq. (6) may be approximated as

Ok(x,y) zol(x,y)_{_hk aola(isy) +Vk 301;;,):) '

Since Eq. (7) is an approximation itself and discrete estimates of x and y must be used, it is useful
to apply the method of least squares for solving the registration parameters hy and vy. For the least
squares solution’® the error expression

Q)

do,(m,n) do,(m,n)

1 E & 2
E,(h,v,) =——2 2 |0,(m,n)—0,(m,n) —h, v, (8
MN am on

m=1 n=1

must be minimized, where m and n are discrete variables for the x and y directions, Mand N
represents the total number of pixels in the x and y directions, and Ay and v, are the translational
shifts in the x and y directions between the kth frame and reference frame. Equation (8) can be
minimized by differentiating E, (h, ,v,) with respect to k and v; and setting the derivatives equal
to zero. This yields two equations which must be solved simultaneously and can be conveniently
represented in the following matrix form:

[ &, & do,(m,n) ? 4 I (do,(m,n) do,(m,n) ]
;é( am ) Z’l%( om on )[hk:‘
4 & do,(m,n) do,(m,n) ¥ & (do,(m,n) 2 vl

35 (2pmndamn)  S4[famn] |




& do,(m,n
g 21 (ocmm =o,0mm) _%‘m__l ©)
33 o, tmm o, (my ) 22
Equation (9) can be repres;-llt; in a short form as
M-S=V (10)

where  S=[h w1,

M=|""" m=1 n=1 om on
“lu N do,(m,n) do,(m,n) 4 2 ( 9o, (mm) ,
-Z:{;[ an ) E{Z‘( on J -
M N
22(0" (m,n)—o0,(m,n) ) ao—la(:llln_)
and V= m;l n;l a
£ St cmori

Therefore, the estimated registration parameters can be calculated as

S=M7V. (11)
To incorporate the case involving larger shift values, we follow the iterative technique of Ref. 7.
At first, the initial registration parameters are estimated using Eq. (11). Using these estimated
shift parameters, ox(m,n) is shifted so as to closely match o;(m,n). The resulting image is then
registered to o;(m,n). Using the above mentioned procedure, oxm,n) is continuously modified
until the registration estimates become sufficiently small. The final registration estimate is
obtained by summing all of these partial estimates.

4 High Resolution Image Reconstruction
4.1 Missing Frame Estimation

We define a missing frame as the frame whose translational shifts are similar to another frame or
a frame which does not exist within a desired grid pattern. Since the translational shifts are
random, some of the required frames for a given level of microscanning may not exist for the
high resolution image reconstruction. For instance, let us assume that frame 3 of the 2x2
microscanning example shown in Fig. 3 is missing. The high resolution image reconstructed
from the three available frames (1, 2 and 4) is shown in Fig. 4 where the empty spots corresponds
to the missing pixels of frame 3. Therefore, such missing frames must be'estimated before
attempting the high resolution image reconstruction. Since the technique proposed herein is
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intended for real time applications, we must devise a computationally inexpensive algorithm for
estimating the missing frames. Accordingly, we have used a k-nearest-neighbor (k = 8) approach9
for estimating the missing frame pixels. In this approach, a missing frame pixel (i,j) in the high
resolution image f; may be obtained as the average of its neighbors, and can be expressed as

1 1

fulliy= 2 X, falitm, j+n) (12)

m=-1 n=-1

where m and n can not be zero simultaneously.

1 2] 1 zZ] 1 2] 1 2] 1 2
+ + + |+ |+ +1] +
I P L
3 ' 3
+ % +
P
| 1 ) :
%ﬁ %C g + | +
3 3 Microscan
* N
1 T T T 7 Pattern
+ <§% ia A B = K
3 3 2 4
+ + + +

Figure 4. Level 2 microscanning process of Fig. 3 with frame 3 missing.
4.2 Blurring Effects

Let us now focus our attention towards the effect of image blurring and the use of the Wiener
filter as a means of image restoration. For most FLIR imaging systems, there are two main
sources of image blurring effects - the system optics and the finite detector size. Since the
imager optics and detector parameters are known, one can accurately model the system MTF,
which is a good representation of the overall system blurring function'®. To deconvolve the effect
of blurring, one can design a function using the system MTF which, when multiplied (convolved
in the spatial domain) with the Fourier transform of the degraded image, will eliminate the
system MTF and therefore the effects of blurring. This is precisely what is accomplished by the
application of inverse filtering techniques such as Wiener filtering.

4.3 Wiener Filtering

It is possible to improve the image restoration with respect to the noise by incorporating some a
priori knowledge of the statistical makeup of the noise. This is accomplished by an improved
inverse filtering technique known as Wiener filtering. The Wiener filter is a linear filter which is
designed to minimize the mean squared error between a given image and a desired image.
Wiener filters are mathematically similar to traditional inverse filters with the addition of an
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expression which attempts to minimize noise amplification by employing the power spectra of

the original image o(x,y), and of the noise n(x,y). The continuous Wiener ﬁlterg, HCW( u,v) is
represented by the following:

H (u,v)
B )P +1]S, ) 1S, )]
where S,,(u,v) and Sg(u,v) are the power spectral densities of the noise and original image, H(u,v)
1s the Fourier transform of the system point spread function, and 1 is a statistical design constant

usually set equal to 1. Since the original image is unavailable and it is difficult to characterize
the noise, Snq(4,v) and Sg(u,v) are unknown, HCW( u,v) can be approximated by

_ H@v)
T IH@u )P+ nsr

H."(u,v)=

(13)

H . *(u,v) (14)

where nsr = Sna(u,v)/Se{u,v) is a constant representing the noise-to-signal ratio and nsr € [0, 1]7.

The continuous optics and detector MTFs are shown Figs. 5a and 5b while the continuous system
MTF is shown in Fig. 5c. From Fig 5a, it is evident that the optics cut off at 83.33cyc/mm and
form Fig. 5b we observe that the first zero of the detector sinc occurs at 25cyc/mm. Figure 5d
shows the continuous Wiener Filter obtained from Eq. (14) using the continuous system MTF
shown in Fig 5¢ where the parameter nsr is set to 0.01. Notice that the optical and detector blurs
are both continuous functions acting on a continuous scene. However, the output of the FLIR is a
discrete image, and image restoration is done in the discrete domain. Therefore, a discrete
Wiener filter that works like a continuous filter must be used to restore the image. The effective
discrete filter must have the same frequency response as the continuous filter shown in Fig. Sc.
To successfully map a continuous function to discrete, the continuous function must be sampled
at a high enough frequency so as to avoid aliasing in the continuous to discrete conversion of the
function'!. The mapping of the continuous Wiener filter, ch(u,v), to a discrete Wiener filter,
HdW(mI,nI) is given by12:

Lm, Ln,

Hdw(ml,nl)=HcW(u,v), where u=2n'Ax’ 1 Ay’

and 0<|mlfn|<z. (15)

For Hdw(m1,n1 ) to operate like ch(u,v) as a linear system, the spatial sampling interval Ax/L
must be selected such that:

Lo L
2Ax’ 2Ay
The above condition truncates the continuous Wiener filter outside the foldover frequencies and
prevents aliasing in the discrete version of the filter. The sampling interval is dictated by the
detector spacing and microscan level. Increasing the microscan level will reduce the sampling
interval and allow the condition of Eq. (16) to be met. If the cutoff of the continuous system
MTF is known, the required microscan level can be calculated to meet this condition. In the
present case where the MTF cuts off at 83.33 cycles/mm, and Ax = Ay = 0.05 mm, a microscan
level greater than 8 will eliminate aliasing in the discrete Wiener filter. Figure 6 shows plots of
the discrete system MTFs for various microscan levels. These plots show that at lower microscan
levels the discrete system MTFs suffer from aliasing and are cutoff by the mapping process and
therefore contain only the information in the central region of the continuous system MTF.
Notice that the discrete system MTF resembles the continuous system MTF shown in Fig. 5c

HY (u,v)=0, where |u> [v] > (16)
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only when the microscan level approaches 8. The discrete system MTFs of Fig. 6 are used in Eq.
(14) to generate the discrete Wiener filters shown in Fig. 7. Microscanning at a level of 8 or
higher allows us to use a discrete Wiener filter (Fig. 7c) which resembles the continuous Wiener
filter shown in Fig 5d. Although lower microscan levels produce an aliased filter for restoration,
the aliasing can be treated as noise and the Wiener filter nsr parameter can be adjusted to achieve

limited deblurring.
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5 Computer Simulation Results
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Figure 5d. Continuous Wiener Filter.

A MATLAB program was written to simulate the microscanning process under various
conditions such as detector pitch, shape, and size of the active region as well as other parameters
such as lens configuration. At first, we investigated the effects of aliasing at various microscan
levels without using Wiener filtering. A 512x512 image taken from a digitized photograph,
shown in Fig. 8a, was used as the original input scene to be blurred by the system MTF, have
noise added, and be sampled by the detector array. Microscanning was then performed at various
levels and under a variety of detector and lens configurations. Each detector in the array was
simulated with a 8x8 kernel where each kernel returns the average of all pixels from the input
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image which fall upon it. Figure 8b shows the highly undersampled image created by sampling
in the staring mode. The translational shifts of all frames were calculated relative to the first
frame (i.e., the reference frame) using the image registration algorithm discussed in Section 3.
For instance, the theoretical shift values associated with each of the sixteen frames for 4x4
microscanning are shown in Fig. 9. The same shift parameters are then estimated using the
registration algorithm developed in Section 3 which is also depicted in Fig. 9. It is obvious that
the error between the theoretical and estimated shift values are almost negligible. The results
from 2x2, 4x4, and 8x8 microscanning are shown in Fig. 10. For each case of microscanning,
one out of every four frames were considered to be missing which results in the empty bins
shown in Fig. 10. The missing frames were then estimated using the 8-nearest-neighbor approach
discussed in Section 4.1. The estimated frames were used to fill-in the empty bins of Fig. 10 and
the resulting images are shown in Fig. 11. From Fig. 11, it is obvious that there is significant
improvement in the high resolution image quality after the inclusion of estimated missing frames.
Furthermore, there is substantial improvement in resolution between the 2x2 microscan image
and the images created using higher microscanning levels. Figure 11c shows that although
aliasing may have been eliminated from the 8x8 microscanned image, this image is still blurred
by the system MTF. To eliminate the blurring caused by system MTF, Wiener filtering operation

Figure 8a. Figure 8b.

Figure 8. Microscan simulation: (a) original scene, and (b) staring frame sampled by
simulated detector array.

was applied to the aforementioned microscan images. It was assumed that the power spectral
density for both the original image and the noise were unknown and the Wiener filter was
developed using Eq. (14). Figure 12 shows the result of applying Wiener filtering to the
microscan images in Fig. 11. It is evident that with the increase in microscan levels, Wiener
filtering further improves the image resolution. Comparing Figs. 11c and 8a, we observe that the
Wiener filtered 8x8 microscan image is not exactly identical to the original image. This is due to
the fact that the system MTF optically band-limits the scene at 8.33 cycles per milliradian and
truncates all frequency information beyond that point. Frequency information from the original
image beyond the cutoff can not be recovered. This explains why the Wiener filtered 8x8
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microscan image is not exactly the same as the original input image. Therefore, the application of
higher levels of microscanning may not yield better results.
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Fig. 9. Theoretical and estimated registration parameters for 16 simulated frames.

6 Experimental Results

For experimental verification of the proposed algorithm, we applied the multiframe
reconstruction and Wiener filtering technique to data collected on a real-time FLIR imaging
system. The FLIR camera uses a 128x128 Amber AE-4128 infrared focal plane array with a 100
millimeter focal length f/3 lens. The focal plane array uses Indium-Antimonide (InSb) detectors
with a response in the 3 to 5 micron wavelength band. The 100 millimeter lens was diffraction
limited producing an optical cutoff of 8.33 cycles per milliradian. The system uses square
detectors of size 50 microns with an 80% fill factor, making the active detector size of 40
microns with the remaining 10 microns being inactive. The information about the detector and
lens configuration was used in our estimation of the system MTF, which was used for designing
the Wiener filter during the computer simulation. The FLIR image data collected at Wright
Laboratory using the Amber imaging system is shown in Figure 13. Three primary targets at a
range of approximately 0.9 kilometers are contained in the image: a military truck, a civilian
vehicle, and an M-60 tank. Figure 13a is one of the 16 staring image frames collected for a 4x4
microscan high resolution image. The staring image was then pixel replicated to the same size as
the microscan image for comparison. The 4x4 microscan image is shown in Fig. 13b where the
balnk horizontal lines shows that four (frames 13, 14, 15 and 16) out of the total of sixteen
frames recorded have shifts similar to other frames i.e., four frames are missing. The missing
frames were estimated using the procedure discussed earlier in Sections 4.1 and 5. The empty
bins of Fig. 13b were filled with these estimated frames and the resulting microscan image is
shown in Fig. 13c. The 4x4 microscan image after the application of Wiener filtering is shown in
Fig. 13d. Notice that the application of Wiener filtering further increased the resolution of the
4x4 microscan image. The reason for this improvement is that by using Wiener filtering one
reduces the blurring of the MTF which is responsible for suppressing the increase in image
resolution that should be obtained at higher microscan levels. There appears to be slight ringing
in the 4x4 microscanned image after the application of Wiener filter (Fig. 13d). This ringing is
most noticeable in the boundary and in regions of high contrast, and is most likely the result of
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phase distortions caused by the zero crossing values present in the system MTF. Figures 13e is
the same as Fig. 13a but bilinear interpolation was used for the image replication. Comparing Fig
13c with 13d and 13e, it is evident that the proposed technique yields significantly improved
image resolution even without Wiener filtering.

7 Conclusion

We have developed an efficient technique for real time infrared image registration and high
resolution reconstruction by using multiple frames which are randomly shifted with respect to
one another (uncontrolled microscanning). Such translationally shifted image sequences may be
obtained by utilizing the random motion and/or vibration of the platform, such as an aircraft, on
which the imager is mounted. A registration algorithm for estimating the random translational
shifts among the multiple frames has been designed which is found to be inherently suitable for
real time implementation. This algorithm can be used for estimating both non-integer as well as
shift values larger than the detector width. However, with uncontrolled microscanning, some of
the frames acquired by the imager may have shifts similar to other frames (missing frames)
which results in empty bins in the high resolution image reconstruction. This problem has been
tackled by developing a k-nearest neighbor approach for estimating the missing frames so that it
can be implemented in real time. Finally, Wiener filtering has been successfully applied as an
effective means of reducing blurring in microscan images caused by the system MTF. A
computer program which closely simulated the operation of the microscan system has been
developed. The knowledge obtained from the microscan simulation was applied to real FLIR
data collected on the microscan imaging system. The results of the application of the Wiener
filter to the microscan images confirmed the results obtained from the simulation data. It was
found that Wiener filtering effectively reduces the effects of blurring and increases image
resolution. This especially true with the real FLIR data (compare Figs. 13c and 13d).

Future Research

Future research should address the following important issues:

1. In a practical scenario, the frames recorded by the FLIR array may be rotated as well as
translated with respect to each other. Therefore, it is essential to incorporate both the
rotational and translational registration parameters in the high resolution image
reconstruction.

2. Investigate the effects of detector nonuniformity (gain and bias drift) which creates fixed
pattern noise on an image and developing a suitable algorithm to fix this problem.

3. Investigate the effects of both additive and multiplicative noise sources and develop a
suitable algorithm to mitigate their effects.

4. Improving the interpolation techniques for calculating the missing frames for real time
applications.

5. Investigating the effects of temporal blurring caused by factors such as atmospheric
turbulence and alleviate such problems.
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Figure 10a. Figure 11a.

Figure 10b. Figure 11b.
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Figure 10c. Figure 11c.
Figure 10. (a) through (c) are level 2, 4 and 8 simulated Figure 11. Restored images of Fig. 10 after estimating
microscan images with missing frames. the missing frames.
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Figure 12a. Figure 13a.

Figure 12b. o Figure 13b.

Figure 12¢c. Figure 13c.
Figure 12. Wiener Filtering. Figs. 11a, b, and c are the Figure 13. Real FLIR Images. (a) staring frame,
Wiener filtered versions of Figs. 10a, b and c. (b) 4x4 microscan image. (c) restored image.
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Figure 13d. Figure 13e.

Figure 13. Real FLIR Images. (d) restored image after Wiener filtering, (e) staring frame after bilinear interpolation.
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ADDENDUM

High resolution infrared images may also be reconstructed from multiple translationally shifted
aliased frames usmg iterative techniques such as Bayesian approach via maximum a posteriori
(MAP) algonthm or maximum-likelihood approach via expectation maximization (EM)
algorithm®. The MAP algorithm utilizes a prior statistical model for estimating the translational
shifts. With this model, a maximum a posteriori estimator is used to estimate the high resolution
image and the intraframe translational shifts. The shifts are iteratively updated along with the
high resolution image using a suitable optimization technique such as gradient descent
optimization. In the maximum-likelihood approach, the data are considered Poisson random
variables and an EM algorithm is constructed that iteratively estimates an unaliased image
compensated for the known imager system blur while simultaneously estimating the translational
shifts. Both of these algorithms have been found to yield high resolution images from a sequence
of randomly shifted frames. However, each of these algorithms require significant computation
time and can not be implemented for real time applications using the currently available high
performance microprocessors. The EM algorithm has been found to be faster than the MAP
algorithm.

In this work, we have used the registration algorithm discussed earlier in Section 3 to estimate
the translational shift parameters in just one step. Using this shift information, we have applied a
simplified version of the EM algorithm to estimate the high resolution image from the given
sequence of frames. The original EM approach recalculates the shits parameters with each
iteration of the algorithm. The new image shift estimates are calulated by evaluating a cost
function that compares the shifted and interlaced data frames to the corresponding values in the
algorithm’s latest high resolution image estimate. The cost function is the sum over all the pixels

in the high resolution gird of the absolute value of the interlaced data frames divided by the high
 resolution image estimate. The shift parameters provided by the new registration algorithm are
accurate enough to eliminate the need for iterative calculation of the translational shifts.

The proposed modified EM algorithm has been found to drastically reduce the computation
burden compared to the original EM algorithm thereby making it more attractive for practical
implementation. To verify the performance of the modified EM algorithm, let us consider the 16
staring FLIR real image data frames used in Section 6. One of these 16 staring FLIR image
frames is shown in Fig. 13a. Using these 16 frames, the output obtained by the original EM
algorithm* and that obtained by the modified EM algorithm after ten iterations are shown in
Figures 14a and 14b respectively. Comparing Figs. 14a with 14b, we observe that the modified
EM algorithm yields high quality image and can be considered as a viable alternative to the
original EM algorithm. For page number limitation, the author could not discuss this approach in
detail in this report.
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Abstract

During the summer of 1996 a program was initiated by the authors to study the
characteristics of pilot induced oscillations (PIOs). The long term goals are

* to develop a methodology to take time history data from flight or ground based

simulation and determine if a vehicle is PIO prone, ,

¢ to determine if a PIO actually occurred in a time history record,

* to develop a non-real-time analysis tool to determine from flight simulator time

history data if PIOs occurred so that simulation engineers can help insure

consistency between pilot comments, Cooper-Harper ratings, PIO ratings and time
history data, and

* to develop a real-time capability of detecting a PIO fast enough to take action to

prevent the full development of the PIO.

Results obtained over the period 7/1/96-8/23/96 deal primarily with the first goal
and are described in this report. A computer analysis tool is developed in which fast fourier
transforms are used to determine

* resonant frequency and output phase angles at the resonant frequency,

» predictions of PIO susceptibility using the Smith-Geddes PIO criteria.

The following preliminary results are highly encouraging.

¢ 13 of 14 configurations which experienced PIOs were correctly identified.

¢ In 12 additional configurations 6 were correctly identified as being not PIO prone.

Results for the remaining 6 configurations were complicated by multiple resonances

that confuse the resonance detector. However, depending on the choice of resonant

frequency the correct classification is made for each of the 6 configurations.

¢ The occurrence of multiple resonances is closely associated with configurations that

are not PIO prone.

» continued development of the resonance detector is planned.




A FAST FOURIER TRANSFORM ANALYSIS
OF PILOT INDUCED OSCILLATIONS

Dominick Andrisani, II and Sten E. Berge

Background
Pilot induced oscillations (PIOs) have received much recent attention [2-6]. Several
approaches to development of a unified PIO theory are currently being pursued. A catalog of
PIO events has been compiled and several existing criteria have been shown to successfully
predict PIO susceptibility. Accurate analysis of the ever-growing PIO database will gather
insight into the characteristics of PIOs. With this information, a PIO detector can be
designed for time history data as generated in either flight or simulation.

Discretization of Time History Daf

Most PIO time history data in the catalog of PIO events is in paper copy form; the
original flight data having been lost or unavailable for various reasons. As a first step in
this analysis, various time history records from the PIO database were digitized. Eleven
classic PIOs and eighteen Bjorkman (NT-33) time histories [7] were digitized. The eleven
classic PIOs were taken from the PIO catalog compiled by HAI in cooperation with STI[2].
There is one roll ratchet, several rate limited actuator cases, mode switches, and both
lateral and longitudinal examples. The Bjorkman time histories are all longitudinal, but
provide a consistent database encompassing nearly the entire range of the PIO tendency
classification scale. The digitization was hampered by the quality of the reproductions and
the scales of the plots. Sections of data were often missing because of repeated previous
reproduction. Digitization noise was introduced into the data axis scaling was not well
chosen. For example, the B-2 charts cover too much time, and the non-PIO Bjorkman
configurations are plotted with the same scale as the large amplitude PIO histories.
Conversely, there were several data sets with time scaling that covered too small a time
period and which cut off the peaks of the data. The M2F2 charts are examples of this other
extreme.

The following multi-step digitization process was employed.

e PIO time histories were scanned and cleaned up using OFOTO commercial

software.

* PIO time histories were digitized the data using dataThief shareware.

¢ The resulting ASCII data file was converted to MATLAB script format.
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e A MATLAB script was written to produce a second MATLAB script file with a

specified uniform time increment.

» A MATLAB script was written to plot the time history data in a similar format to

the original.

In all 27 longitudinal records (flight records from the T-38, Shuttle, B-2, F-8, YF-22,
and X-15, 18 Bjorkman NT-33 flight records, and 3 HAVE PIO ground based simulation
records) and 5 lateral records (flight records from the F/A-18(2), F-14, YF-16, and M2-F2)
were digitized. These records are available at WL/FIGC-2 (Mr. David Leggett is the point of
contact, 513-255-8498). '

Technical Approach

A spectral analysis is performed on selected time histories to determine the
quantities needed for P10 characterization. The resonance of each measurement is
determined from power spectral density for that variable. The actual resonant frequency
will differ from the discrete frequencies used in the power spectral density plot, unless the
resonance happens to correspond to one of the harmonics of the spectral analysis. Therefore,
the resonant frequency is approximated by finding the centroid of the peak and its two
nearest neighbors. The cross spectrum between input and output is used to calculate a
frequency response function relating input and output. The phase angle at the resonant
frequency is taken from the phase angle of the frequency response function. The validity of
the results is related to the coherence of the cross spectral data points used.

The Smith-Geddes criteria are then evaluated. The pilot-vehicle resonant frequency
is chosen to be the resonant frequency of the variable with the most reliable time history.
This is most often pitch rate. The Smith-Geddes criteria require the phase angles of both
0(w)/Fg(jo) and Nz(jw)/Fs(jo). The phase of ©(jw)/Fg(jw) can also be calculated by
subtracting 90 degrees from the phase of q(j0)/Fs(l®). The Smith-Geddes analysis is done
with both the © and q phase angles. Susceptibility to PIO as defined in MIL-STD-1797A
[8), approximate Cooper-Harper rating, and approximate PIO rating based on Ralph Smith's
data method [10]are outputs of this analysis.

This procedure is not be completely automatic at this time for two reasons. First,
the FFT window size must be chosen subject to several constraints: the primary (lowest)
harmonic (set by the length of time (Twindow) used in the FFT, Ao=2x/Twindow) should be
approximately 1 rad/sec, and the highest harmonic (set by the time increment (AT),
Omax=7/AT) must be at least 20 rad/sec to include the resonant frequencies of all possible
types of PIOs including pitch bobbles and roll ratchets, the window not contain discrete

events such as control system mode switches, and at least two similar windows are required

2-4




to compute coherence. Second, the best pilot-vehicle resonant frequency must be manually
chosen when multiple resonances are present. Unless the same dominant resonant
frequency appears in all measurements, the correct choice is unclear. Further research on
this problem is continuing.

The spectral analysis is performed by MATLAB's spectrum function in the Signal
Processing Toolbox. The procedure used is Welch's averaged periodogram method [1,9].
Each frame consists of three subframes (two consecutive and one overlapping one half of the
other two). Each subframe is preprocessed by removing any bias and is windowed with a
Hanning window. Use of more than one subframe helps insure valid coherence. The
software steps through the time history frame by frame.

PIO susceptibility is determined by the Smith-Geddes criteria using the following
steps.

o Pilot-in-the-Loop Properties
Resonant frequency, wr,
Amplitudes of inputs and outputs at wr from FFT data

@(ja)i), q(.iw. )9 nz (jw, ) .

« Pilot-Vehicle System Properties: Phase lags computed using Cross Spectral densities
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A few comments are in order. We evaluate phase angles at the resonant frequency of
the pilot-in-the-loop system, wy. The Smith-Geddes criterion evaluates the phase angles at
the criterion frequency, we = 0.24S + 6 where S is the average slope of the | q(jw)/Fs(jo)!
over the interval from 1-6 radians per second. wc is an approximation to the crossover
frequency of the pilot-vehicle system during pitch attitude tracking. If there is a dominant
resonance in a time history record our approach is reasonable since the pilot-vehicle system

will resonate near the crossover frequency of the pilot-vehicle system.

Our approach is more than an open loop method because our resonant frequency is a
property of the pilot-vehicle system as expressed in the time histories from the piloted

system.
Problems with the Resonant Frequency Detector

Several problems were encountered with our resonant frequency detector.

* Power spectra of important traces sometimes have multiple peaks. Figure 1
shows an example of a time spectrum with two resonant peaks. Figure 2 shows the more
common case where there is a single dominant resonant peak.

* Power spectra of different traces sometimes have different peaks as shown in the
sketch below.

Power

Power

Frequency
* Low frequency power sometimes confuses our resonant frequency detector. Figure 1
also illustrates this problem.
There are several possible solutions to those problems. Multiple peaks on one power
spectrum and peaks that don't line up seem to correlate with the absence of PIO. Low
frequency power might be removed by a diﬁ_'erent choice of windowing in computing the FFT
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or by filtering the time history before the FFT is taken. We are currently using a Hanning
window.
The end of the summer prevented our resolution of the problems. Development of the

resonant frequency detector will continue until the end of 1996 by Professor Andrisani.

Results

The results from our analysis of longitudinal PIO data are summarized in Tables 1
and 2.

PIO amplitudes versus resonant frequency is shown in Figure 3. The longitudinal
PIOs in this study occur at a wide range of amplitudes. This suggests amplitude of the
resonance is not a good metric to determine if a PIO is occurring.

Angle @ (of the Smith-Geddes criterion [10)) versus actual average PIO rating for the
Bjorkman data is shown in Figure 4. The line in the figure comes from [10] and seems to
underestimate the average PIO ratings. Average Cooper-Harper ratings versus angle of
e(jo¥Fs(jw) is shown in Figure 5.

Figure 6 shows that the occurrence of a PIO seems to correlate well with a single
dominant resonant frequency in the time history. This characteristic seems more helpful in
determining that a PIO has occurred than output amplitude at the resonant frequency.
More work is required here to determine how to effectively use this fact.

Table 1 indicates that acceleration type PIO were important in detecting PIO
susceptibility in only 1 of 24 cases (B2). The need for acceleration type PIO is currently
under review by the authors. These results indicate that the Smith-Geddes boundaries are
reasonable.

When phase angles vary significantly during a time history nonlinear behavior is
suspected. One cause of this is rate limiting, where phase lag is a function of amplitude and
frequency. The Shuttle record, Figure 7, shows strong time varying phase angle of
q(jo)/Fs(jo). The B2 record, Figure 8, shows almost no time varying phase angle of
q(j@)/Fs(Gw). The ability of this method to track time varying phase angles is significant
because this can trigger a PIO.

Towards a Time Domain PIO Detect

The following comments summarize the status of our efforts at developing a FFT

Based PIO detector.
¢ The existing algorithm is not set up to run in real time. A Wright Laboratory in-
house effort by Mr. Phil McKeehan is anticipated in this area.
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¢ Some operator intervention is helpful in selecting the time periods to analyze so
that PIO events are not split into different time frames.

* Improvement is necessary on the resonant frequency detector.

* We still need to determine in what way amplitude at resonant frequency is helpful
for PIO detection.

* We need to decide what the occurrence of multiple resonances indicates about PIO.

Conclusions

Based on recently digitized time histories of 27 longitudinal PIOs the following

conclusions are drawn.

e Our FFT Based PIO Analysis Software using the Smith-Geddes criteria does an excellent
job of determining PIO susceptibility.

* Preliminary results indicate that the Smith-Geddes boundaries are reasonable.

o Acceleration type PIO were important in detecting PIO proneness in only 1 of 24 cases
(B2). The need for this characterization is under continuing review.

s Continued development of the resonant frequency detector is required for cases where
multiple resonances occur.

* The ability of this method to track time varying phase angles is significant because this

can serve as a trigger for PIOs.

Further Work

During Professor Andrisani's sabbatical at Wright Laboratories (8/19/96-12/20/96)
the additional work on the following items is planned.

* resonant frequency detector,

¢ adequacy of the Smith-Geddes boundaries,

* need for acceleration type PIOs,

* importance of multiple resonances in PIO detection,

¢ automating the analysis process to achieve the third goal mentioned in the

abstract.

An in-house Wright laboratory effort is anticipated to develop and implement a real
time PIO detector based upon this work.
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Table 1. Summary of Numerical Results for Longitudinal PIOs.

PHASE LAG ANALYSIS
Long. PIO from Flight
Aircraft wr ThetaWrdeg |qWrdeg |nzWrdeg |phi
PIO in time history
T-38 7.49 -268 -234 -248 -355
Shuttle(t=24-30) 2.40(NaN -153|{NaN NaN
Shuttle(t=26-32) 3.40|NaN -171|NaN NaN
B2 (t=25-31.7) 3.63 -165 -8 -138 -190
F8 (t=8.1-20.6) 2.79 -220 -144 -185 -225
YF-22 3.25 -213 -121 -197 -243
Bjorkman 2-5 2.57 -208 -125 -196 -232
Bjorkman 2-8 4.33 -219]  -126]  -174] -236
Bjorkman 3-12 1.91 -162 -72 -126 -154
Bjorkman 3-13 3.21 -184 -130 -178 -224
Bjorkman 5-9 3.51 -227 -122 -185 -235
Bjorkman 5-10 2.81 -195 -119 -176 -216
HAVE, 4/13,#21(Bj3-13) 1.32 -277 -196 -261 -279
HAVE, 4/13,#22(Bj3-13) 1.13|NaN -195 -271 -287
HAVE, 4/13,#23(Bj3-13) 1.76 -320 -236 -322 -348
no PlO in time history
Bjorkman 2-B 4.95 -123 -74 -137 -207
Bjorkman 2-1(wr=1.1) 1.12 -70 37 -93 -109
(wr=5.4) 5.43 -266 -97 -178 -256
Bjorkman 3-D 6.88 -180 -89 -32]  -130
Bjorkman 3-1 1.78 -67 14 -67 -93
Bjorkman 3-3 3.51 -119 -47 -114 -165
Bjorkman 3-6 (wr=8.9) 8.87 -203 -108 -36 -163
(wr=3.0) 3.00 -105 -13 -50 -93
Bjorkman 4-1 (wr=6) 5.97 -174 -94 -141 -227
(wr=10) 10.00 -277 -122 -340f 483
(wr=2.5) 2.52 -120 -8 -92 -128
Bjorkman 4-2 4.83 -155 -65 -129 -198
Bjorkman 5-1 2.37 -100 -35 -100 -133
maybe PIO in time history
Bjorkman 2-7(t=14-29) 4.29 -197 -119 -138 -200
(t=22-29, wr=4.3) 4.28 -194 -119 -144 -205
(t=22-29, wr=6.1) 6.12 -241 -149 -120 -208
Bjorkman 3-8 7.03 -246 -155 -117 -217
Bjorkman S5-11 (wr=2.5) 2.50 -202 -113 -142 -178
(wr=1.9) 1.87 -147 -56 -108 -135
(wr=3.2) 3.32 -229 -137 -145 -193
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Table 1, concluded

Overall Results
Long. PIO from Flight Flight Ratings FFT Classification
Aircraft Act. PIOR  |FQ Lev{Sus_PiO|Correct
PIO in time history
T7-38 1ly
Shuttle(t=24-30) 1ly
Shuttle(t=26-32) 1ly
B2 (t=25-31.7) 1ly
F8 (t=8.1-20.6) 1ly
YF-22 1ly
Bjorkman 2-5 4.33(4,4,5) 3 1y single dominant freq
Bjorkman 2-8 4(4,4,4) 3 1ly single dominant freq
Bjorkman 3-12 4.5(4,5) 3 (0]14) clear reson., not quite, miss
Bjorkman 3-13 4.5(4,5) 3 1ly single dominant freq
Bjorkman 5-9 4(4,4) 3 1ly single dominant freq
Bjorkman 5-10 5(5,5) 3 1y single dominant freq
HAVE, 4/13,#21(Bj3-13) 5 1y .
HAVE, 4/13,#22(8j3-13) 5 1ly
HAVE, 4/13,#23(8j3-13) 5 1ly
no PIO in time history
Bjorkman 2-B 2(3,2,2,1) 1 Oly multiple resonances
Bjorkman 2-1(wr=1.1) 1(1,1,1) 1 Oly rerun wr=6
(wr=5.4) 1[n
Bjorkman 3-D 1(1,1) 1 Oly multiple resonances
Bjorkman 3-1 2.33(3,2,2) 2 Oly muttiple reson. w/dominant
Bjorkman 3-3 1.68(3,1,1) 1 Oly multiple resonances
Bjorkman 3-6 (wr=8.9) 2(2,2) 2 1in reurn wr=3
i (wr=3.0) Oly
Bjorkman 4-1 (wr=6) 1(1,1,1) 1 1in multip. reson., fregs no match
(wr=10) 1/n !
(wr=2.5) Oly this is the "best’ wr
Bjorkman 4-2 1.33(1,1,2) 1 Oly single dominant freq
Bjorkman 5-1 1(1,1) 2 Oly muttiple resonances
maybe PIO in time history |
Bjorkman 2-7(t=14-29) 3(4,3,2) 2 1ly reson. no mtch, rerun last 6s
(t=22-29, wr=4.3) 1ly
(t=22-29, wr=6.1) 1]y
Bjorkman 3-8 3.68(4,3,4) 3 lly single dominant freq??
Bjorkman 5-11 (wr=2.5) 3(2,4,3) 3 1 different but clear peaks
(wr=1.9) 0 '
(wr=3.2) 1
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Table 2. Summary of PIO Classification Results

Configurations Results
14 PIO-prone Configs correct classification: 13
Bjorkmans configs with wrong classification: 1
PIOR consistently >4 (Bjorkman 3-12)
T-38, Shuttle, B-2, F-8, YF-22 (There was a clear single dominant
8 HAVE PIOs (Bjorkman 3-12) | frequency.)
9 not PIO-prone Configs correct classification: 6
Bjorkman Configs with correct by choice of wr: 3
PIOR consistently<4 wrong classification: 0
8 maybe PIO Configs correct by choice of wr: 3
at least 1 PIOR >=4 wrong classification: 0
( Bjorkman 2-7, Config(PIOR)
Bjorkman 3-8, Bj2-7 (4,3,2) PIO-prone at 33 wrs
Bjorkman 5-11) Bj3-8 (4,3,4) PIO-prone at 1/1 wrs

Bj5-11(2,4,3) PIO-prone at 2/3 wrs
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Resonance from Pilot input, Bjorkman config. 2-1, Time=( 0.01 - 14.49) sec
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Figure 1. Power spectrum showing multiple resonances and low frequency
power

2-13




Resonance from Pilot input, F8, Time=(8.08 - 20.57) sec
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Figure 2. Power spectrum showing a single dominant frequency
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TEXTURE AND MICROSTRUCTURE
OF HOT ROLLED Ti-6A1-4V

Pnina Ari-Gur
Associate Professor
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Materials Engineering & Industrial Design

Abstract
The effect of initial microstructure, hot-working parameters, and post-
processing heat treatments on Ti-6Al-4V were studied. Included in the studies were
optical metallography, crystallographic texture measurements using back-reflection
pole-figures, and micro-texture determination using orientation image microscopy.
The results demonstrate strong dependency on the processing parameters, and the

existence of micro-texture even in some of the cases when overall the crytallographic

orientation is random.




TEXTURE AND MICROSTRUCTURE
OF HOT ROLLED Ti-6A14V

Pnina Ari-Gur

Introduction:

Ti-6Al4YV is a high-strength light-weight material that has been in extensive use
for aerospace appliéations. Its processing is difficult — it is not workable at low
temperatures, while at temperatures above 75% of the solidus temperature, its
developing microstructure is hard to control [1].

At room temperature and up to 1815°F, Ti-6A1-4V has a dual phase (a+pB)
structure. The a-phase (HCP), the dominant phase throughout this temperature range,
is highly anisotropic in nature. The second phase (B) is BCC, and is the single phase
present above the transus temperature (1815°F). Numerous studies investigated the
relationship between processing and crystallographic texture development in dual-
phase titanium alloys and its effect on the mechanical properties. However, failure
analyses done on Ti-6A1-4V parts often reveal that even in the absence of overall
preferred orientation (texture) in the part, aligned a colonies provide nucleation site for
internal fatigue cracks. This phenomenon may result in a ten-fold decrease in fatigue
life [2,3]. The aligned a colonies can be traced back to the original B (BCC) grain that

existed above the transus temperature. Breaking the original microstructure, as well as




elimination of the micro-texture (local aligned colonies), are what thermo-mechanical

processing [1]

is aimed at.

The goal of this work was to study the effects of initial microstructure, assorted

hot-rolling parameters, and several post-processing heat treatments on the evolution of

microstructure, crystallographic texture, and micro-texture.

2. EXPERIMENTAL PROCEDURES

2.1 Processing:

The as-received plate of Ti-6A1-4V (1.17” thick) was divided to two groups,

that were heat treated differently to provide different initial microstructures. Each one

was heat treated in preparation for the hot rolling. These are summarized in Table 2.1.

Table 2.1 Pre-processing Heat Treatments
Group 1 o Temperature || 1725°F 1950°F 1725°F 1500°F
(B annealed) | Time 20 min 15 min 5 min 15 min

Group2 =
(B quenched)

1725°F

1950°F

| Temperature

Time

20 min

15 min

The 1725°F and 1500°F treatments, following the 15 min at 1950°F for group 1,

were intended to simulate the slow cooling of large billets.

To study the development (or breakdown) of structure during the process,

specimens were hot rolled to two levels of strains:

e Light reduction (¢; = 0.57, from 1.17” to 0.658™)

e Heavy reduction (g, = 1.5, from 1.17” to 0.27” )

34




Three rolling temperatures were chosen in consideration of the f transus
temperature (1815°F) and the minimum temperature where Ti-6Al1-4V is still workable.

The rolling temperatures were:

e 1780°F
e 1700°F
e 1500°F

To guarantee temperature uniformity, specimens were placed in the furnace for
40 minutes prior to rolling. The reduction per rolling pass was 10% (except for the
rolling at 1500°F that was performed at 5% reduction per pass). Between passes, the
specimens were re-heated for 3 minutes.

To study the effect of dynamic versus static recrystalliztion, some of the
specimens were heat treated following the hot-rolling. These heat treatments are
summarized in Table 2.2. Group number four (as-hot rolled) was tested
metallographically only. The heat treatment at 1300°F is for relieving stresses only and
does not change the structure or texture. It was needed for the micro-texture studies,
due to the sensitivity of the orientation imaging technique.

Table 2.2 Post-processing Heat Treatments

Group Number | Temperature Time Cooling
1 Same as rolling 2 hours Air
2 1600°F 2 hours Air
3 1750°F 2 hours Air
4 As hot rolled N/A N/A
5 1300°F 1 hour Air
3-5




2.2 Testing

The microstructure, crystallographic texture, and micro-texture of the hot-rolled
and heat-treated samples were characterized by regular optical metallography, X-ray
diffraction, and orientation imaging microscopy. For the sake of comparison, the pre-
rolling, as heat treated plates were tested too.

2.2.1 Metallography

Metallographic samples were sectioned parallel to the N-R plane (perpendicular
to the transverse direction), polished and etched for 15 seconds in Kroll’s solution 3.5
vol% HNO;, 1.5 vol% HF, balance H,0). Specimens of as-hot rolled, as well as heat
treated (Table 2.2) were photographed.

2.2.2 Texture

X-ray diffractometer (Cu Ko radiation) equipped with pole-figure goniometer
was used for the crytallographic texture studies. Basal plane (0002) pole figures were
created for samples cut and polished in the R-T plane (parallel to the rolling plane about
2.5mm below the surface). Only back reflection data were collected (maximum tilt of
80°).

2.2.3 Micro-texture

Samples were cut, mechanically polished and electro-polished parallel to the N-

T plane (perpendicular to the rolling direction). The electro-polishing was necessary to

remove any surface damage left after the careful mechanical polishing. Two areas of




2mm x 2mm each were scanned (lmm x 4mm for the heavily rolled samples), one close
to the rolling surface, and the other -- at mid-section).

Icosahedral maps were plotted for the basal (0002) plane. They were based on
40,000 points of measurement each. Each indexed point is within 0.9° of an
icosahedral face (or else the program determines that it is unable to index it and the
point appears white on the map).

In addition to the icosahedral maps, pole-figures (parallel to the N-T and to the

R-T plane) were drawn reflecting the average texture in each scanned area.

3. EXPERIMENTAL RESULTS AND DISCUSSION
3.1 Micro-structure

The microstructures of the pre-processing heat treated samples are shown in
Figure 1. As expected, the B-annealed sample (Figure 1a) demonstrates a coarse,
basket-weave (W idmapstatten) type structure, while the B~ quenched sample has a lot
finer microstructﬁre (Figure 1b).

Even relatively large deformations (€=1.5) at 1500°F resulted in a non-uniform
microstructure (Figure 2). Post-rolling heat treatment at 1500°F does little, if at all to
change the previously deformed microstructure (Figure 3). At the higher temperatures
tested , recrystalliztion occurs, and heat treatment at 1750°F following the rolling,

results in equiaxed structure (Figure 4).




At the other end, rolling at 1780°F, resulted in non-uniform deformation only at
small strains (=0.57, Figure 5a). Subsequent deformation to £=1.5 at this
temperature, resulted in a uniform microstructure (Figure 5b). Post-deformation heat
treatment at 1600°F merely coarsened the microstructure of the lightly rolled specimens
(Figure 6a), but resulted in basket-weave like structure for the heavily rolled specimen
(Figure 6b). It seems as if the subsequent deformation has triggered an earlier

transformation.

Ws’..-.o,\x. ﬁw:; RS =
SRS

Figure la:  Microstructure of the pre-processing B-annealed sample.
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Figure 1b:

Figure 2

Microstructure of the pre-processing B-quenched Sample.

T

2o

Microstructure of a sample that was B-annealed and hot-rolled (e=1.5) at

1500°F.




Figure 3 Microstructure of a sample that was f-annealed and hot-rolled (e=1.5) at

1500°F and subsequently heat treated at 1500°F for two hours.

Figure 4 Microstructure of a sample that was B-annealed and hot-rolled (e=1.5) at

1500°F and subsequently heat treated at 1750°F for two hours
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Figure 5a Microstructure of a sample that was B-annealed and lightly hot-

rolled (¢=0.57) at 1780°F.

Figure 5b Microstructure of a sample that was p-annealed and heavily hot-

rolled (e=1.5) at 1780°F.
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Microstructure of a sample that was B-annealed and lightly hot-

re 6a

Ei

0.57) at 1780°F and subsequently heat-treated at

rolled (e

1600°F for two hours.

Microstructure of a sample that was $-annealed and heavily hot-

e 6b

Fi

1.5) at 1780°F and subsequently heat-treated at

rolled (&

1600°F for two hours.
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3.2 Crystallographic Texture

Pole-figures of the (0002) plane for the $-annealed B-quenched plates are
presented in Figure 7. Both demonstrate preferred orientation. Although the large
grain-size may make the texture appear stronger than it is, its consistency and four-fold
symmetry serve as a proof of its existence. The two texture components both of them
demonstrate, are in the transverse direction, and at about 45°. Rolling the plate at
1780°F (Figure 8) retained the TD texture, but eliminated the 45° and prompted an RD
texture to develop. Based on the literature [4], the appearance of the RD texture was
not expected for deformation below the transus. It is possible that the oxygen levels
(resulting from heat treatment in air) in our samples were different than the literature

and caused a shift in their location in the phase diagram.
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Figge 7a: Pole-figures of the (0002) plane for the B-annealed plate.

3-13




liees Soreal Foreat
Secaqromndl = .00 ooy,
Masime flovs Soreei v 2.2

Twes brssletian © 2.0 ooy, P freslstims & 0.0 Goy.
Mcyremel * 10,00 4y,
w

Starveqraghic Prejectias ot
Coons & [LWITE S

Sauime owuty * W3

e 7b: Pole-figures of the (0002) plane for the B-quenched plate.

Fi

lled at 1780°F.

1men ro

e 8: Pole-figures of the (0002) plane for the spec

Fi

3-14




3.3 Micro-Texture

The icosahedral plots of the B-annealed sample (Figure 9a,b) reveal large
clusters of similar orientation. This result is not surprising considering the large grain-
size. Rolling at 1780°F reduces significantly the size of the clusters (Figure 10).
Subsequent heat treatments did not increase the cluster size, but tended to foster a
pancake-like structure (Figure 11) sample heat treated at 1600°F. This flattened
morphology follows the original B-grains. This result is particularly interesting
considering the basket-weave like microstructure of the material at this stage (see

section 3.1 and Figure 6b).
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Figure (9-a) Icosahedral plots of the B-annealed sample at the center of the cross

section.
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Figure (9-b) Icosahedral plots of the B-annealed sample near the rolling surface
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Figure 10 Icosahedral plots of a specimen rolled at 1780°F.
(a) At the center of the cross section.

(b) Near the rolling surface
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e

Figure 11 (a) Icosahedral plots of a specimen rolled at 1780°F then heat treated at

1600°F. Scan taken from the area near the rolling surface.

722 at center

Figure 11 (b) Icosahedral plots of a specimen rolled at 1780°F then heat treated at

: 1600"F.' Scan taken from the area near the center of the cross section
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SUMMARY:

1. The samples that underwent heat treatment only, demonstrated large clusters with
similar orientation. The microstructure is a typical basket-weave.

2. Light rolling the heat-treated plates resuited in a highly non-uniform deformation
throughout the temperature range studied.

3. Heavy rolling close to the transus temperature resulted in a uniform deformation.

4. Heat treating the previously hot rolled samples may have fostered a pancake-like
arrangement of the crystallographic orientations, that may be correlated with the

original B-grains.

RECOMMENDED FUTURE STUDIES:

1. Orientation imaging microscopy studies of the evolution of micro-texture in samples
that were B-quenched and subsequently hot rolled and heat treated.

2. Complete studies of samples rolled at 1725°F and 1750°F. From the results
reported here, it seems as if the 1780°F temperature resulted with substantial
transformation to B, testing of samples rolled at lower temperatures, will enable us

to study the effect of a-phase deformation at elevated temperatures.
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ANALYSIS OF FATIGUE CRACK GROWTH RATE DATA FOR ALUMINUM ALLOYS
DAMAGED BY PRIOR CORROSION
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Abstract

The differences in fatigue crack propagation behavior in 7075-T6 aluminum alloy between
specimens damaged by corrosion and those in a baseline (noncorroded) condition are examined
using a statistical hypothesis test. Middle tension plate specimens were corroded on one side in the
laboratory and subjected to constant load amplitude (K-increasing) tests in dry and moist air
environments. The results show that there is a statistically-significant increase in fatigue crack
growth rates in the corroded material for stress intensity values based on nominal thickness. When
the specimen thicknesses were reduced to account for corrosion material loss, the difference
disappeared in most of the instances examined here. In one case, the thickness correction was found
to predict fatigue crack growth rates that were slower in the corroded material. This anomalous
result suggests that full thickness corrections may not be appropriate at higher stress intensity

ranges.




INTRODUCTION
In fracture mechanics-based structural durability analysis, one of the important material

response parameters is the fatigue crack growth rate (FCGR), characterized by da/dN versus AK
data. Here a is the crack length, N is the number of load cycles and AK is the stress intensity
factor range for the load cycle. Although the fatigue crack growth rate data for a material can
be presented in the form of an empirical equation (e.g., the Paris equation), it is typically given
graphically. As with other types of fatigue data, crack growth experiments display considerable
scatter. Usually the variability in FCGR data is viewed as a nuisance and little account is taken
of it. Attempts have been made, however, at incorporating the variability into probabilistic crack
growth models. Specifically, Virkler, et al. [1979] and Ghonem and Dore [1987] developed
experimental data that clearly illustrates the crack growth rate variability and scatter. Recent
analyses by Yang and Manning [1996] and Maymon [1996] illustrate current developments in
stochastic crack growth analysis. The data scatter also becomes of great interest, however, when
one is faced with the task of comparing two sets of FCGR data to detect whether they are
substantially equal or not. Such an analysis is particularly important when differences in cracking
behavior are anticipated due to experimental treatments such as surface condition, environment
and stress ratio.

The analysis developed here has come about within the context of the U.S. Air Force Aging
Aircraft program. The USAF’s fleet of cargo and tanker aircraft are being operated well beyond
their original design life and structural damage mechanisms that were not considered in the design
process, specifically corrosion, are becoming of increasing interest in assessing the continued
durability of these aircraft. It is now well-known that the average ages of commercial and military
aircraft fleets are increasing, prompting an intense examination of the tradeoffs between economic
efficiency and airworthiness. As the fleets age, corrosion damage and its impact on airframe
durability become of particular concern. As Schutz noted [1995], fatigue strength and corrosion
parameters combine in a synergistic manner that has not yet been completely described. The
technical challenges facing operators of aging aircraft came into sharp focus in April 1988 when
Aloha Airlines Flight 243 experienced a catastrophic failure of the forward fuselage. Although the
cause of the Aloha structural failure was formally given as multiple site damage, there was a

component of corrosion damage involved. Corrosion-induced aircraft accidents have occurred
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throughout the history of aviation. Campbell and Lahey [1984] reported that, since 1927, there had
been over 60 accidents worldwide at least partly attributable to corrosion damage. In a more recent
study, Hoeppner, et al. [1995] update Campbell's statistics, reporting that since 1975 there have been
nearly 700 domestic incidents and accidents in which corrosion was at least a contributing factor.

Hendricks [1991] estimated the cost of a major commercial aircraft overhaul at $2-20
million. Compared with the approximately $50-100 million required for a new aircraft, the
economic incentive for operating older planes is apparent. For operators of large fleets, however,
the economic burden of keeping aging aircraft operational is becoming prohibitive. In 1994, a U.S.
Air Force study showed that the maintenance costs of repairing corrosion damage alone had reached
the $1-3 billion per year level [Chang, 1995]. Since the Aloha accident, the issues involved in
operating aging aircraft fleets have received increased attention from agencies such as the U.S. Air
Force, U.S. Navy, National Aeronautics and Space Administration and Federal Aviation
Administration. It is important to realize that corrosion damage, one of the primary sources of
aircraft structural degradation, is not accounted for in the design structural analysis, and thus in the
inspection intervals, of any major aircraft system.

The U.S. Air Force's fleet of nearly 700 C/KC-135 tanker aircraft, first designed in the mid-
1950's, now has an average age of more than 30 years with none newer than 24 years old [Chang,
1995]. By virtue of its vintage, the C/KC-135 was designed before the damage tolerant design
philosophy was mandated for all USAF aircraft and therefore, does not include features such as
crack arrestors commonly found in more recent designs. Corrosion of the aluminum fuselage panels
and wing skins has been observed with increasing regularity, particularly in lap joints and around
fastener holes. In fact, corrosion has proven to be an insidious enemy, often found only after
disassembly of the structure, despite the use of nondestructive inspection systems. These tendencies
are observed not only in the C/KC-135 fleet, but in other aging weapons systems as well. Because
of the prohibitive cost to replace the fleet, these aircraft are considered a national asset and, as such,
will be expected to serve well into the next century [Lincoln, 1995]. In fact, it is anticipated that the
C/KC-135's will be one of the last of the current USAF transport platforms to be retired. Because
there is no plan to replace these aircraft in the near future, the effect of corrosion on structural
integrity must be quantified and incorporated into the fleet maintenance procedures.

Regarding corrosion, the relevant characteristic of the operation of such aircraft is that they
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spend most of their time outdoors on the ground and only a few hundred hours per year in flight.
Therefore, unlike the classical case of corrosion fatigue, where corrosion and fatigue processes
evolve concurrently, to a first approximation the corrosion and fatigue damage processes can be
assumed to be uncoupled in the case of military transport aircraft. Only recently have fracture
mechanics-based experiments designed to quantify the fatigue response of corroded metal begun to
appear. Chubb, et al. [1991a, 1991b, 1995] examined the effect of exfoliation corrosion on the
fatigue crack growth rates of 2024-T351 and 7178-T6 alloys. Chubb's data shows that at low 4K
Jevels, the corroded material experienced crack accelerations of up to five times over noncorroded
material. Scheuring and Grandt [1994, 1995] used 2024-T3, 7075-T6 and 7178-16 materials taken
from retired C/KC-135 aircraft corroded in service. Scheuring notes that the lightly corroded
material shows little difference in crack growth behavior compared to noncorroded material. Their
data also shows that the acceleration in crack growth tends to diminish as the stress ratio R increases.
While these two research teams report valuable, although limited, results, the conclusions drawn are
based on qualitative comparison of the data. Lacking a statistical analysis, it is difficult to separate
the effects of the test parameters such as corrosion damage level, stress ratio and test environment.

Because of the lack of a suitable body of fatigue data on aluminum alloys damaged by prior
corrosion, a material characterization program was begun by the USAF to develop some basic
fatigue crack growth rate data on specimens with laboratory-grown corrosion damage. The goal of
the program was to compare the crack growth behavior of corrosion-damaged material with the
baseline, noncorroded material. From that data, conclusions would be drawn about the impact of
corrosion damage on fatigue performance; subsequent policy decisions regarding continued
airworthiness and any necessary modifications to inspection intervals and procedures would then
be based on a suitably large body of experimental data.

The statistical analysis reported here was conceived to examine two issues relating to the
fatigue cracking behavior of metal damaged by prior corrosion. First, the existence of any
corrosion-based crack acceleration had not previously been addressed rigorously. As noted above,
Chubb, et al. [1991a, 1991b, 1995] reported crack accelerations of up to five times in corroded
material. On the other hand, Scheuring and Grandt [1995] observed little or no differences in the
da/dN versus AK data for “lightly” corroded material. It is important to note that both conclusions

were drawn without resorting to statistical analysis and, rather, were based on visual observation of

4-5




the data. Given the potential economic and safety ramifications of an incorrect assessment of the
relative performance of baseline and corroded material, such subjective analysis is inadequate. The
second issue of interest is whether or not modeling the corrosion damage as simply a thickness loss
from the specimen is sufficient to describe any differences in crack growth rates; this hypothesis was
initially proposed by Doerfler, et al. [1994]. If a significant difference persists after the thickness
correction, one might be alerted to the presence of a secondary process effecting crack growth rates,
perhaps acting on a microstructural scale. Again relying on a subjective assessment, Scheuring and
Grandt reported that correcting their AK values for measured thickness loss did not alter the
conclusion that there was no effect due to corrosion. In cases such as these, a statistical analysis of
the data will allow us to address these questions in a rigorous way, avoiding the subjective nature
of visual data inspection.

In this report, a statistical analysis is described that has been used to address the equality of
two or more fatigue crack growth rate experiments. We begin with the body of FCGR da/dN vs. AK
data segregated into two groups: the baseline group (i.e., specimens without the experimental
treatment of interest) and the specimens subjected to the experimental treatment. Next, for each
experiment, a curve is fit through the FCGR data using a polynomial kernel. Using the curve fits,
we can then estimate the value of da/dN at any value of 4K of interest for each experiment and
compute the mean value of each of the two groups. A Student t-test is used to test the null
hypothesis that the mean da/dN for each of the two groups is equal. If we are led to reject the null
hypothesis, we then conclude that the experimental treatment has an effect on the fatigue cracking
behavior of that material. Examples are given illustrating the analysis for aluminum alloy specimens

damaged by prior corrosion compared to specimens without corrosion.

EXPERIMENTAL DATA

To motivate and illustrate the comparative statistical analysis, we will use a series of test data
developed in the USAF Round-Robin Corrosion Fatigue Program. The round robin test program
was carried out to explore the effect of prior corrosion on fatigue behavior of representative aircraft
aluminum alloys by comparing fatigue crack growth rates in corroded and the baseline
(noncorroded) specimens. K-increasing fatigue crack growth rate tests were conducted according

to ASTM E 647 on samples of 2024-T3, 2024-T4, 7075-T6 and 7178-T6 aluminum harvested from
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retired USAF KC-135 aircraft. All specimens were 1.75 inches wide and 0.062 inches thick
(nominally) in the center-cracked plate confi guration with EDM crack starter notches. In one half
of the specimen population, corrosion was induced on one side of the specimen by exposing them
to an ASTM B117 3.5% NaCl fog solution until the damage was deemed to be “severe”; no other
a priori assessment of the corrosion damage was made. The other half of the specimen population
remained in an as-delivered (i.e., baseline or noncorroded) condition. In addition to the material
condition (baseline vs. corroded), the additional experimental parameters stress ratio (R =0.05, R
= (.50) and humidity (< 15% R.H., > 85% R.H.) were considered. The test matrix illustrating the
multiple replicate full factorial design used in the testing is given in Table 1; the actual test progress
to date is found in Table 2. To assist future researchers in identifying data sets with common
characteristics, an index to the tested specimens is compiled in Table 3. In what follows, a test
series will be considered to be all of the specimens exposed to a given stress ratio-humidity
combination. The round robin testing was conducted in five different laboratories, both within and
outside the Air Force. Originally, the intent of the test program was to test six replicates of each test
series, but organizational difficulties prevented more than four corroded specimens from being tested
in any of the conditions.

In all cases, crack lengths were measured using optical microscopes on micrometer slides.
The recorded a versus N data were processed into da/dN vs. AK using secant interpolation and the

stress intensity solution for the ASTM middle tension specimen

AK = _.A_P ﬂ. secﬂ (1)
B 2W 2

In this expression AP is the cycling load range, B is the specimen thickness, W is the specimen
width, and @=a/W. Any data points that exceeded the ASTM-specified maximum plastic zone size
were removed from further analysis as invalid.
Since the appearance of the Paris expression summarizing crack growth rates [Paris and
Erdogan, 1960] A
daldN = CAK™ 2
it has been traditional to show these data on logarithmic coordinates. Therefore, we will use the data
in log da/dN - log AK form. For the four experimental test series, the crack growth rate data are

shown in Figure 1. All of the data here is based on using the actual specimen thicknesses making
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no deduction for corrosion-induced material loss. In this program, two test conditions contributed
to the relatively narrow data domain. First, the scope of the data was restricted at low 4K levels by
not being from decreasing K tests. Also, the relatively narrow test specimens could not develop long
enough cracks to result in high AK’s before reaching the plastic zone size limits of LEFM, thus data
at high 4K levels have been restricted. In Figure 1, there is certainly the appearance of crack
acceleration due to prior corrosion, particularly at lower 4K levels. It is interesting to note that the
baseline and corroded data seem to coincide at the highest 4K levels reached during testing.
Although it has not been examined rigorously, this effect is presumably due to the overriding
influence of the crack tip driving force as the crack nears instability. The question remains,
however, as to whether the corroded material behavior is really different from the baseline, or are
the observed differences simply due to experimental data scatter. In the analysis that follows, we

develop and demonstrate a statistical hypothesis test that addresses this concern.

STATISTICAL ANALYSIS

In curve fitting equations of the form y = mx + b (e.g., the Paris equation in logarithmic
coordinates), the statistics of the fitting parameters m and b can be computed for each data set
[Draper and Smith, 1981]. A Student #-test can then be run to identify presumably equal data sets.
Such an analysis would, in this case, give only a “global” determination in that the overall
equivalence throughout the relevant 4K range is tested. Our goal was to implement a “local”
analysis capable of identifying 4K ranges where the FCGR’s were equal. Thus, the polynomial-
based global-local method described here, using a “global” curve fit to make “local” estimates, was
found to be suitable for our purposes.

The first step in the statistical analysis is to summarize each experimental data set (the crack
length versus cycles data for an individual specimen) by a curve fit of the FCGR data. By
establishing a curve fit for each experiment, we can then interpolate between data points and
estimate da/dN at convenient values of 4K, rather than at the actual values that will not coincide in
every experiment. There have been many different models used to describe this type of data,
ranging from the simple original Paris equation, to nonlinear models such as the hyperbolic sine
model [Miller and Gallagher, 1981] given by




log da/dN = C, sinh [c2 (log AK + c3)] + C, 3)
the Weibull model [Salivar and Hoeppner, 1979]

Vk
da/dN = e + (v + e) [4:{1 -A——K)] @
K,
and a three-parameter reciprocal relationship [Saxena, et al., 1981]
1 4 1 1
= — 4 - ; ©)
da/dN (AK) m (AK) n (Kc(l - R)) n
In this study, however, we have restricted our attention to a simple fourth-order polynomial model,
given by
log daldN = k, + k,(logAK) + k,(logAK)* + k;(logAK)® + k,(log AK)* (6)

This equation form does a good job of capturing the sigmoidal shape of the FCGR data (something
the log-linear Paris equation cannot do) and has the computational advantage of being a linear
regression calculation, as opposed to the more problematic nonlinear regression required for
relationships such as Equations (3 and 5). It should be noted, that Equation (6) is not being
recommended as a model for general description of FCGR data; it is used here because we have
found that it does a satisfactory job of describing fatigue crack growth experimental data. Other
expressions have been shown to be superior for recovering crack lengths by integration [e.g., Miller
and Gallagher, 1981], but that was not the goal of this investigation. To illustrate the adequacy of
the quartic polynomial for describing da/dN versus 4K data, the average coefficients of
determination for each of the four test series are summarized in Table 4. These values indicate that
the model is a reasonable reflection of the data in the intervals where the data exist. Whereas the
curve fits can be expected to provide good interpolation between data points, they clearly cannot be
used to extrapolate beyond the domain of the data.

For this analysis, the quartic curve fits were used to estimate the da/dN values for each
experiment (specimen) at AK =2, 4, 6, ... 20 ksi-Vinch. Because the starting stress intensity range
was 3-5 ksi-Vinch in these experiments, the 4K = 2 ksi~/inch values were not used in the statistical
analysis. Recall also, that at the higher AK ranges, the data was censored to remove points
representing invalid plastic zone sizes according to ASTM E 647. With two experimental data sets
(baseline and corroded) established at a given value of 4K, the issue of whether the data sets can be

assumed equivalent, i.e., representative of a single population, can be addressed. The following
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statistical hypothesis has been posed:

HO: At the o= 0.01 significance level, the mean baseline material da/dN is equal to the corroded
material mean da/dN at a given 4K

To explore this question, an unpaired Student #-test was run on each AK group. If the null
hypothesis was rejected based on the data, we concluded that there was a statistically-significant
difference between the baseline and corroded material crack growth rates. If we fail to reject the

null hypothesis, we must accept the possibility that there is no difference.

ANALYSIS RESULTS

For purposes of the statistical analysis, the four 7075-T6 test series summarized in Table 2
were considered separately; no attempt was made at comparing differences due to stress ratio or
relative humidity. In Table 5, the ranges of 4K are listed where statistically-significant differences
in the crack growth rates were observed. Consulting Figure 1, we can see that the regions of
statistically-significant difference can be easily correlated to differences in the plotted data. Also,
comparing Figure 1 and Table 5, we see that the tendency for differences in da/dN to disappear at
higher AK levels is confirmed by the statistical analysis. Therefore, based on the original specimen
thickness, we conclude that these data show a statistically-significant difference between baseline
and corroded material, primarily at low to moderate AK levels.

It was noted above that a second reason for developing and implementing the current
statistical analysis of FCGR data was to address the validity of modeling corrosion as mechanical
damage. Doerfler, et al. [1994] originally proposed this simplification without supporting data.
Scheuring and Grandt [1995], based on a subjective analysis, concluded that, for “light” corrosion,
differences in FCGR were accounted for by making an appropriate thickness correction. To explore
this issue further, another set of statistical analysis runs were made on the 7075-T6 data. A post
fracture microscopic examination of the two shortest-life specimens revealed that, on the fracture
surface, the thickness lost to corrosion was between 12% and 16% of the nominal thickness. These
thickness reduction figures represent average values on the specimen cross section. More detailed

analysis may be able to give more localized thickness data, thus allowing improved estimates of the
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instantaneous value of AK at various crack positions, but it is felt that this added sophistication will
not affect the engineering accuracy of the material characterization. Using the 16% thickness
reduction figure as representative (and recalling that such values were not available for all the
specimens), each specimen thickness was reduced by 16% and modified AK’s were computed for
each data point. The resulting da/dN versus AK are plotted in Figure 2. In this Figure, it can be seen
that the corroded material data now lies on top of the baseline data throughout a much larger range
of AK. In fact, as Table 5 shows, the regions of statistically-significant differences for the reduced
thickness case effectively disappear. The exception to this trend is in the R =0.05, <15% R.H. data
set, where the corroded material data are seen to lie below the baseline data. In this case, the
thickness correction has resulted in corroded material FCGR’s that, as shown in Table 5, are
significantly slower than the baseline material. This result is unexpected and is probably not correct
physically. Under no circumstances would we expect corrosion damage to retard crack growth.
This test series suggests that the thickness correction should be fully applied at higher AKX levels.
In spite of this unusual occurrence, the other test series are found to confirm the assumption that

thickness corrections are sufficient to explain FCGR increases in the presence of corrosion damage.

CONCLUSIONS

The statistical analysis presented here has been shown to be useful in assessing the equality
of fatigue crack growth rate data. It was implemented to determine whether the experimental
treatment of corrosion damage was causing significantly increased crack growth rates over a
baseline (noncorroded) material. Analysis of experimental data on aluminum alloy 7075-T6
revealed that, using the nominal specimen thicknesses, the corroded material had accelerated crack
growth rates, especially at low 4K levels. At high levels, the baseline and corroded data tended to
coincide. When the corroded specimens were corrected for a 16% corrosion-induced thickness loss,
the crack growth rates were found to be statistically equivalent over much wider 4K ranges. This
finding represents the first objective evidence that corrosion damage can be modeled as simply a

thickness loss.
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Table 1: KC-135 Corrosion Fatigue Round Robin Planned Test Matrix

Baseline (Non-corroded) Corroded
R=0.05 R=0.50 R=0.05 R=0.50
Material <15% >85% <15% >85% <15% >85% <15% >85% Totals
2024-T3 6 6 6 6 6 6 6 6 48
2024-T4 6 6 6 6 6 6 48
7075-T6 6 6 6 6 6 6 6 6 48
7178-T6 6 6 6 6 6 6 6 6 48
Totals 24 24 24 24 24 24 24 24 192
Totals exclude 72 spare and 4 low frequency (0.1 Hz.) specimens
Table 2: Accomplished Test Matrix
Baseline (Non-corroded) Corroded
R=0.05 R=0.50 R=0.05 R=0.50
Material <15% >85% <15% >85% <15% >85% <15% >85% Totals
2024-T3 6 6 5 6 3 4 3 4 37
2024-T4 7 6 6 6 1 2 1 2 31
7075-T6 6 6 6 6 4 4 4 4 40
7178-T6 6 6 6 6 2 4 2 3 35
Totals 25 24 23 24 10 14 10 13 143
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Table 3: Directory of USAF Round Robin Test Specimens by Test Series

2024-T3 7075-T6
Baseline Baseline
R=0.05 R=0.05
<15%R.H. <15% R.H.
2024T3-29,34,35,37,52,58 707576-15,20,24,30,32,33
>85% R.H. >85%R.H.
202473-33,38,39,44,48,51 7075T6-18,23,27,28,29,31
R=0.50 R=0.50
>15%R.H. <15% R.H.
2024T3-28,32,40,41,45,59 7075T6-06,14,19,21,25,26
<85%R.H. > 85%R.H.
2024T3-46,50,53,54,55,60 7075T6-02,04,07,11,17,22
Corroded Corroded
R=0.05 R=0.05
<15%R.H. <15%R.H.
2024T3-65,66,97 7075T76-38,39,56,68
>85%R.H. >85%R.H.
2024T3-61,62,91,92 7075T6-34,35,66,70
R=0.50 R=0.50
<15%R.H. <15%R.H.
2024T3-67,98,99 707576-40,41,69,73
>85% R.H. >85%R.H.
2024T3-63,64,93,94 7075T6-37,44,67,71
2024-T4 7178-T6
Baseline Baseline
R=0.05 R=0.05
<15%R.H. <15%R.H.
2024T4-42,48,52,61,64,68,69 7178T6-01,02,28,29,65,74
>85%R.H. >85% R.H.
20247T4-47,53,57,62,63,67 7178T76-05,06,32,33,67,76
R=0.50 R=0.50
<15%R.H. <15%R.H.
2024T4-41,46,50,51,54,65 7178T6-03,04,30,31,66,75
> 85%R.H. >85% R.H.
2024T4-43,44,45,60,72,73 7178T76-07,08,35,36,68,77
Corroded . Corroded
R=0.05 R=0.05
<15%R.H. <15%R.H.
2024T4-36 717876-60,62
>85%R.H. >85%R.H.
20247T4-30,31 7178T76-24,47,57,61
R=0.50 R=0.50
<15%R.H. <15%R.H.
2024T4-37 7178T6-63,64
> 85%R.H. > 85%R.H.
2024T4-32,33 7178T6-48,58,59




Table 4: Mean Coefficients of Determination From Quartic Curve Fits of da/dN vs. AK Data

Mean Coefficient of Determination,

Test Series Baseline No Thickness Corr. | 16% Thickness Corr.
R=0.05,<15%RH. 0.9900 0.9355 0.9355
R=0.05,>85% R.H. 0.9781 0.9637 0.9637
R=0.50,<15%R.H. 0.9772 0.9714 0.9719
R=0.50,>85%R.H. 0.9806 0.9620 0.9612

Table 5: Range of Statistically-Significant Differences in da/dN vs. AK

AK Range of Statistically-Significant Difference

Experiment No Thickness Corr. | 16% Thickness Corr. | 16% Thickness Corr.
regression derivative | local derivative
R=0.05,<15%R.H. 6-8 14-18 14-16
R =0.05,>85% R.H. 6-12 6 6
R=0.50,<15%R.H. 4-12 - -
R=0.50,>85% R.H. 4-8 -- -

* At AK = 6 ksi+Vin, significance was found when #-test was run with at failed equal variance test

(p=0.0465)
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Abstract

Modern processing of radar data collected through an antenna array comprising a number of elements
takes advantage of the structure of the data in both space and time. In order to exploit that spatio-temporal
structure, data are arranged in a three-dimensional “Datacube”, where each of the dimensions corresponds
to the different antenna élements, the consecutive radar pulses in a Coherent Pulse Interval (CPI) and to
different range gates . The two-dimensional FFT of data collected for a single range gate (i.e., a space-time
snapshot), reveals the presence of scatterers of interest, i.e., targets, in terms of their relative velocity with
respect to the radar system (Doppler frequency) and the azimuth angle with respect to the array normal.
This Space-Time Radar Spectrum may, on the other hand, incorporate the representations of unwanted
phenomena, such as the radar return due to scatterers that are not relevant to the detection process, or
“clutter”, and the presence of jamming signals designed to obscure the existence of relevant targets. Due to
the operational principles of the radar system the manifestation of a target in the space-time spectrum will
have a structure that depends on the number of elements in the antenna array, N, and the number of pulses
in each CPI, M. This report explores the possibility of using the advanced knowledge of the structure of the
spectral configurations caused by valid targets to simplify the presentation of the velocity / angle
characteristics of the targets, by the process of decorvolution. Since some unwanted components of the
radar signal, such as clutter, do not necessarily have the same structure in their spectral manifestation as
valid targets, this report also explores the possibility of using the deconvolution process to aid in the
filtering of those unwanted components. The discussion is developed around examples involving both

simulated and real radar data.




DECONVOLUTION OF
THE SPACE-TIME RADAR SPECTRUM

Armando B. Barreto

Introduction

The availability of continuously increasing computational power has enabled the enhancement of
state-of -the-art radar systems which are now capable of processing the radar signals in both the domains of
space and time. The radar data collected through a modern radar system incorporating an antenna array with
N elements and using M pulses in each Coherent Pulse Interval (CPI) are typically arranged in a data
structure known as the “CPI Datacube” {1} . Figure 1 shows such arrangement. This figure also shows a
simplified summary of the rationale behind radar processing algorithms. The data from each M by N set of
samples associated with a given range gate, or “Space-Time Snapshot” are processed by a certain
transformation to give an indication of the likelihood of the presence of a valid target. If the estimate of the
likelihood of a target being present at a given range fulfills certain criteria the radar system will indicate the

presence of a target at that range.

CPI Datacube L

L Range
Gates

Transformation

N

N Elements Target presence| - 7

indicator

1 M Pulses / CPI M
Figure 1. The CPI Datacube and the target detection process

In the absence of unwanted components of the radar signal, the power spectral density, or space-time

spectrum of a space-time snapshot, obtained as the two-dimensional FFT transformation of the space-time




snapshot, would provide a good indication of the presence, relative velocity and angle of a valid target at
the range under study.

In a realistic operational scenario, however, there will be a number of unwanted components in the
data contained in the Datacube, which will also have an expression in the result of the two-dimensional FFT
and can potentially disrupt the target detection process. The predominant types of those unwanted
components are returns form irrelevant backgrounds, or clutter, and jamming signals purposely radiated to

overwhelm and obscure the returns from valid targets {5}.

There are three important characteristics of the process by which the presence of targets, clutter and
Jjamming express themselves in the space-time spectrum:

1) The space-time spectral manifestation of an elementary target (a target that exists at one azimuth
angle and has one relative velocity with respect to the radar system) has a predictable format, which
depends on the operational specifications of the radar system: The number of antenna elements in the array,
N, and the number of radar pulses per CPL

2) The space-time spectral manifestation of unwanted components in the radar signal do not
necessarily follow the same format as for an elementary target.

3) The expressions for targets, clutter and jamming in the pace-time spectrum for a given range gate

appear combined in a additive fashion.

To enhance the capabilities of the radar system to identify valid targets exclusively several approaches
can be taken. The current Space-Time Adaptive Processing (STAP) techniques aim at the elimination of the
interference components in the space-time spectrum by the application of two-dimensional filters to the
space-time snapshot to place nulls in the areas of space-time spectrum where the interferences express
themselves. Given the variability of the interference these two-dimensional filters need to be recalculaied
periodically, in a data-adaptive manner that requires the repeated estimation of the characteristics of the
interference. The alternative approach to the identification of valid targets proposed in this report is the

reversion of the process that transforms the information (velocity, azimuth and power) of a clearly specified




target into its expression in the space-time spectrum. This process of deconvolution of spectral expression
of valid targets will be beneficial to the detection process in that it will result in a sharper and more
identifiable representation for each onme of the valid targets contained in the space-time snapshot.
Furthermore, since the deconvolution process is based on the spectral representation of a valid target only,
forms of interference not conforming to this model will not be represented in the deconvolved result,

providing some partial or total elimination of those unwanted components.

Methodology

The process of deconvolution of the space-time spectrum proposed here is based on the abstraction of
the whole process leading to the space-time spectrum of a snapshot containing one or several targets as a
linear, shift-invariant, two dimensional transformation, Hym{ (¢, @)}, applied to an abstract “Target Field”,
t(d, ay). This “Target Field”, t(¢, ay) is the discrete representation of the presence / absence and power of
elementary targets at any given azimuth q>' and normalized Doppler frequency «y, within the ranges (same
as ranges covered by the ordinary space-time spectrum):
-1<sin(d) <1
-0.5 £y <0.5
It should be noted that this “Target Field” is an abstract model synthesized from two physical
quantities: The relative veiocity of any targets represented in the space-time snapshot (as indicated by the
corresponding Doppler frequency) and the azimuth of the targets. Thus, if a single target of unit power
exists in the space-time snapshot for a given range, at an azimuth ¢;, moving at a velocity represented by a

Doppler @y, then the only non-zero value in the whole Target Field will be an impulse located at (¢q, Gy1),

ie., t(d, o) =& (¢, ar) .

The proposed linear, shift-invariant transformation, Hum{t(0, @)} models the complete process
involved in the operation of the multi-element radar system (which defines the data contained in the space-

time snapshot under analysis from the abstract Target Field), and the generation of the corresponding




space-time spectrum in terms of the Power Spectral Density for any given Doppler and azimuth, PSD((¢,
0g):
PSD(9, ay) = Ham{ (9, @) }
Under the assumption of linearity and shift-invariance of Hyym{}, PSD(¢, ay) can be obtained as the
circular convolution of the Target Filed and the impulse response associated with Hyy{ }, h(9, ay):
PSD(¢, ay) = t(9, @) ® h(9, )
Figure 2 shows this whole process for a Target Filed with a single elementary target and the impulse

* response of a system with 6 antenna elements and 6 pulses per CPI (N=6, M=6).
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Figure 2. Relationship between the Target Field, The Hyy{} transformation and the space-time

spectrum under the convolution model.




Furthermore, in the context of discrete Target Fields and discrete space-time spectra, both of them
with finite support , the circular convolution operation representing the application of Hym{} to t(¢,ay) can
be put in terms of a matrix product of the row-scanned target filed, pre-multiplied by an appropriate matrix
H(i,j] to result in a vector representing the row-scanned time-space:

Hiny o = PSDecan

In this equation K is the assumed number of discrete values for both dimensions of the Target Field
and the space-time spectrum. The [i,j] entries of the matrices involved in the above equation represent the
following:

t[p(N-1) +q,1}: the q™ element of the p™ row of the original N by M target field matrix

PSD[p(N-1) +q,1}: the qth element of the pLh row of the original N by M space-time matrix

HIi,j]: the contribution to the PSD in the Doppler, azimuth combination represented by
the [i,1] element of the vector PSD, due to an assumed elementary target of unit power located at the

Doppler / azimuth combination represented by the [j,1] element of the vector t.

The functional definitions of the elements in the matrix formulation of the convolution process that
yields the space-time spectrum from the Target Field is particularly useful in the context of the problem at
hand. This is because the H matrix can be generated by a numerical process that starts with the simulation
of the space-time spectrum for an elementary target at zero Doppler and zero azimuth :

Hw' = H{8(¢.a)}

Ha' can be obtained as a K by K matrix, simulating that target configuration, without any
interference, using the MATLAB functions developed by Y. Seliktar, from the Georgia Institute of
Technology, assuming N antenna elements and M pulses per CPI {2}. Then an augmented matrix can be

:th

formed by placing 9 replicas of Havl in a 3 by 3 arrangement and each i row of the required

transformation matrix H can be found by selecting a K by K submatrix from the augmented matrix,
chosen such that the origin of the central replica of Hyy® matches the position of the element represented by

the [i,1] element of the vector t and then row-scanning it into a single row.
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Casting the circular convolution process in the form of a matrix product has the specific advantage that
it provides an immediate representation for the deconvolution process, i.e. the process that regenerates the

Target Filed from knowledge of the space-time spectrum and the transformation H{ } that links them.

~ An immediate approach to the numerical implementatioh of the deconvolution process would be,
assuming that the original transformation matrix H is non-singular:
H' PSD=t
This implementation of deconvolution would also be very computationally efficient, since the bulk of
the computation would be required for the one-time calculation of H, given the fact that H is only a
function of the known characteristics of the radar system (N array elements, M pulses per CPI). Thus, H
could be calculated in advance and the prospective real-time implementation of the deconvolution would
only require the product of a K* by K’ matrix, times a K? by 1 vector (the PSD from the space-time
snapshot). Unfortunately, this is an unconstrained solution that will commonly model PSD components that
should be attributed to single positive targets as caused by configurations of multiples targets, some of
them negative, that can also explain the PSD features in question. Figure 3 shows the example of a target
field obtained by H™' deconvolution from a PSD calculated for a simulated Target Filed with only one target

at zero Doppler and zero azimuth. The presence of excess components, some of them negative is evident.

0.87

a) b)
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Figure 3. Example of results obtained through H' Deconvolution. a) PSD, b) Target Field




According to the initial formulation of the abstract Target Field, its values can only represent the
presence (t(¢,@y) > 0 ) or absence (t(¢,@y) = 0) of a target at the specified Doppler frequency and
azimuth. Therefore, a deconvolution result which implies a target field with negative components does not
adjust to the modeling of the problem. This, in turn, indicates that we should look for a solution mechanism
in which the positivity constraint can be imposed over the solution. The initially proposed solution to the
system

Ht=PSD

Requires that the following be strictly verified:

'H t-PSDii=0

Alternatively, the implementation of the deconvolution of the space-time spectrum can be approached
as the constrained minimization of | H t - PSD |, subject to the condition that all the elements of the
resulting solution PSD be positive or zero. Numerical methods for such type of constrained minimization
have been developed for the solution of problems in diverse fields. Specifically, Lawson and Hanson {6}
have developed a solution to the “Non-Negative Least Squares” (NNLS) problems that carries out this
constrained minimization. Their text demonstrates that the convergence of the minimization process is
guaranteed, although both the time required and the accuracy of the solution may vary, according to the

specifics of the matrix and vector involved.

Figure 4 shows the results of constrained minimization deconvolution of a space-time spectrum
calculated for a single simulated target at 30° azimuth and 150 Hz Doppler. The simulation of the single
target and the definition of the H matrix assumed the use of six antenna elements (N = 6) and six pulses per
CPI (M = 6). In this case the space-time spectrum obtained from the Georgia Tech MATLAB ® routines
had to be decimated from 256 by 256 values to 32 by 32, so that matrix sizes and computational time were
practical. It should be noted that even after this reduction in the accuracy of the representation for the target

its velocity and azimuth are indicated clearly in the deconvolved Target Field.
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Figure 4. Example of constrained minimization deconvolution on simulated target data.
a) Original PSD, b)Deconvolved Target Field

Results

In this section of the report results of the deconvolution process as applied to space-time radar data
will be shown, as evidence of the feasibility of this new approach to the enhancement of signal processing
systerns to retrieve information about valid targets. Initially, the results for sets of synthetic data will be
shown. These data were simulated using the “simit” MATLAB ® utility developed by Y. Seliktar of
Georgia Tech {2}. In reach case the synthesis of data was carried out under controlied conditions (Target,
clutter and jamming information known and M and N values pre-specified). In each case, the space time
spectrum was also obtained using a customized version of “dispit” MATLAB ® utility by Y. Seliktar,
saving the magnitude of the space-time spectrum as a 256 by 256 matrix of real values . After decimation
to 32 by 32 for ease and speed of implementation, the spectrum matrix was row-scanned into the column
vector PSD, used in the constrained optimization. Next, results are shown of the application of space-time
spectral deconvolution to real space-time data from the Common Research Environment for STAP
Technology (CREST) Data Library, collected under the Mountain Top Program {7}. The author thanks
and acknowledges the assistance and access provided by the CREST office at the Maui High-Performance

Computer Center.
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* Results from synthetic data:

In all the results from synthetic data the general settings for the simulation were as follows:
«A single target with a power of 30 dB was simulated at -30° Azimuth and 150 Hz Doppler
eThe Doppler Range was from -300 Hz to 300 Hz.

«The orientation of the “clutter ridge” was determined by a platform speed of 100 m/s
eWhen a jamming source was used, it was simulated at 0° azimuth "

The parameters N = 6 and M = 6 were used. The spectrum was downsampled to 32 by 32 (K =32)

Target and low clutter and jamming: Figure 5 shows two views of the space-time spectrum for a

scenario in which the power of both clutter and jamming were simulated at 10 dB.
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Figure 5. Deconvolution of PSD including a target and low-power clutter and jamming. a), b) 3-D

and contour plots of original spectrum. ¢) d): 3-D and contour plots of deconvolved Target Field.
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Figure 5 also shows two views of the resulting Target Field obtained by constrained minimization. It
should be noted that, under these conditions of relatively low clutter and jamming, the deconvolution
correctly represents the velocity and azimuth of the single target simulated and minimizes the representation
of clutter and jamming. These unwanted components, in fact, are only barely modeled in Doppler, azimuth

combinations were their spectra intersect, resembling the spectrum of a small valid target.

Target and strong clutter: Figure 6 shows the results of deconvolution when the power of the

simulated clutter was increased to 60 dB and no jamming was included. This experiment exemplifies the
capability of deconvolution to minimize the representation of clutter in the Target Filed, given the fact that

it typically has a spectral manifestation with a structure different to that of a valid target.
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Figure 6. Deconvolution of PSD including a target and clutter. a), b) 3-D and contour plots of original

spectrum. c) d): 3-D and contour plots of deconvolved Target Field.
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Tarcet and Jamming_and low-power clutter: Figure 7 shows the results of space-time spectrum

deconvolution when clutter with a power level of 10dB and jamming interference with a power level of
30dB were simulated along with the target. The overwhelming presence of the jammer is evident in both
views of the space-time spectrum. In this case, the spectral expression of the jamming resembles a
succession of the typical spectral patterns of valid targets, arranged along a line of constant azimuth (05’).
Accordingly, the deconvolution process modeled the jammer as a series of targets at 0° azimuth, obscuring

the retrieval of the true valid target in the simulation.
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Figure 7. Deconvolution of PSD including a target, jamming and low-power clutter. a), b) 3-D and

contour plots of original spectrum. c) d): 3-D and contour plots of deconvolved Target Field.
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* Resuits from real radar data: In order to verify the validity of the deconvolution method to retrieve

an accurate representation of the Doppler and azimuth of targets sensed through a real radar system. some
files from CREST Data Library have been processed. Real data were also used to confirm the observations
regarding the decreased sensitivity of the deconvolution process to clutter components of the space-time
spectrum.

Radar Data including a moyving target simulator and IDPCA clutter: The following two experiments

show the results of constrained minimization deconvolution on space-time spectra of data collected
through the Radar Surveillance Technology Experimental Radar (RSTER) using the Inverse Displacement
Phase Center Array (IDPCA) at WSMR, New Mexico. Although the Array is physically at a fixed location,
the sequencing of the transmitted pulses in the IDPCA produces clutter returns equivalent to those sensed

by a moving antenna array. The Internal Test Target Generator in the RSTER was used to generate a target

signal in the record.
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Figure 8. Deconvolution of file 138preOlv.cpi6.mat. a), b) Original spectrum. c) d): Target Field.
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Figure 8 shows the original space-time spectrum and the deconvolved Target Field for data file
t38pre01v1.cpi6.mat . Here again, the original 256 by 256 space-time spectrum had to be downsampied to
32 by 32 to reduce the computational load of the solution. The spectral manifestation of the target is
discernible in the original space-time spectrum, but it is much more clear and localizable in the deconvolved
Target Field. There is virtually no evidence of a “clutter ridge” in the deconvolved Target Field. Figure 9
shows the results for a similar data file: t38-04vl.cpil.mat. Here the deconvolved Target Field is almost
exclusively defined by a non-zero target element, corresponding to the identifiable Doppler and azimuth of

the discernible target in the original space-time spectrum, with no representation of clutter.
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Figure 9. Deconvolution of file 138-04vi.cpil.mat. a), b) Original spectrum. c) d): Target Field.

5-15




The final example of deconvolution results from real data, shown in Figure 10, illustrates the level of
resistance of the deconvolution process to represent unwanted spectral components that do not conform to
the pattern of valid targets. The file, mmit003v1.cpil.mat, does not contain targets. It only contains *“Hot
clutter” and light effects of a jammer, which have already been mitigated in the original space-time
spectrum. The results of constrained minimization deconvolution show a Target Field comprised of several

disorganized and very low-power components (the heights of the elements in the 3-D Target Field plot are

much smaller than those of targets in Figures 8 and 9.)
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Figure 10. Deconvolution of file mmit003v1.cpil.mat. a), b) Original spectrum. c) d): Target Field.
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Discussion

The results of constrained minimization deconvolution shown in the previous section confirm the
potential of this technique to:

a) Accurately model the presence of valid targets in the Target Field, clearly defining their azimuth
and their velocity, as represented by their Doppler frequency.

b) Provide only a limited representation of space-time spectrum components that do not conform to

the spectral patterns of valid targets, such as clutter.

It should be noted that the above experiments were carried out on space-time spectra downsampled
from their original 256 by 256 size to a reduced size of 32 by 32. This was done to bring the amounts of
storage and processing cycles involved to levels manageable by the system used for this project. The impact
of this simplification was less pronounced in the synthetic data experiments, where the number of antenna
elements, N, and the number of pulses per CPI, M, were both set at a value of six. It is interesting to note
that, for the purpose of decor;volution, the wider sidelobes in Doppler and azimuth that result from these
low values of N and M actually contribute to a good definition of the target spectral pattern in a
downsampled spectrum (K = 32). In contrast, spectra of real space-time snapshots obtained from the
CREST Data Library, recorded using N = 14 and M=16, experienced significant loss of detail through
downsampling, relative to the size of the lobes of the target spectral pattern. These limitations in both the
spectra under analysis and the impulse response used to form the. H matrix required for the deconvolution
influenced the appearance of spuﬁous non-zero values around the main components of the recovered Target

Fields.

The capability of the constrained minimization deconvolution to partially avoid the representation of
clutter was evidenced with both synthetic and real (IDPCA) clutter. This feature of the process is attributed
to the fact that the spectral manifestation of clutter is, in general, different from that of a valid target, which
is the one model that is being used for the reconstruction of the Target Field. On the other hand,

experiments involving synthetic jamming showed that the characteristic spectral pattern of barrage




jamming, spanning all frequencies along a single azimuth line, is interpreted by the deconvolution process

as the superposition of a series of targets with different velocities but lined up in a single angle.

While the deconvolution process does not appear to be able to discard jamming interference in the
reconstruction of the Target Field, its ability to accentuate the presence of valid targets and significantly
reduce the representation of clutter makes it suitable for its integration to partial adaptive algorithms that
excel in removing uni-directional jamming interference {8}. Specifically, spectral deconvolution could be
proposed as post-processing to follow standard beamforming techniques (adaptation in space only).

In considering the merits and potential of this new form of space-tirrie radar data, it must be kept in
mind that this approach attempts to make an efficient use of the combined features in space and time of
data samples captured in a single space-time snapshot. This is in sharp contrast with most fully- or
partially-adaptive space-time processing methods for airborne radar {1}, {3}, {4}. In most of those
approaches the required knowledge about the interference and the target is made accessible by resorting to
the processing of augmented sets of data. For example, the estimation of the interference covariance matrix
R,, used for the definition of the STAP weight vector that is appropriate for a single space-time snapshot
requires the processing of a number of snapshots “surrounding” the snapshot under study. This “Sample
Support” around the snapshot of interest may involve 2MN to SMN auxiliary snapshots, each containing
MN space-time samples, under the assumption that the interference is effectively stationary. So, calculation
of a single weight vector, optimized for a specific combination of range, expected target Doppler frequency
and expected azimuth may require manipulation of a matrix R, of size (MN)® by (MN)?, in the fully
adaptive case {1}. Additionally, in the absence of a priori knowledge about the expected velocity and
azimuth of the target or targets, a number of different weight vectors need to be calculated and applied to
each space-time snapshot under study, to explore the possibility of finding a target in each Doppler /

azimuth cell of interest within the whole space-time spectrum.

In the context described above, it may be suggested that this new approach to the detection of relevant

targets in space-time radar data may be used, after standard adaptive beamforming to minimize the effects
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of barrage jamming, to indicate the Doppler / azimuth combinations théxt may contain a target, if any.
Since the process of deconvolution may be carried simultaneously with any of the other fully- or partially-
adaptive STAP methods, this form of preselection of Doppler / Azimuth cells to study could expedite the

determination of presence or absence of a target in a given space-time snapshot.

Conclusions

This report has presented an exploration into the proposition of an alternative approach to the
definition of targets from space-time radar data. Most of the current space-time adaptive processing
methods concentrate in the development of multidimensional filters aimed at establishing nulls in the
areas of the space-time spectrum where the interferences lie. In order to achieve this goal extensive
knowledge about the interference type is needed, which is ordinarily estimated from additional data. In
contrast, the proposed deconvolution approach is based on the knowledge available about the space-time
spectral manifestation of a valid target, minimizing the representation of some forms of interference, such
as clutter, precisély because their spectral manifestation does not conform to the model sought (the spectral
pattern associated with a valid target). The shift of the focus in this alternative approach, from finding out
and de-emphasizing the interference, to finding out and emphasizing the target prompts to the potential
application of space-time spectral deconvolution as a parallel method to other STAP algorithms, within a

comprehensive detection system.

In this project an implementation for the deconvolution of discrete space-time radar spectra was
proposed. This implementation is developed as the constrained minimization of the norm of the difference
between the two sides of the equality relating the abstract “Target Field” and the space-time spectrum of
radar data contained in a single snapshot. The proposed implementation was used to prove the feasibility
‘and potential of the deconvolution concept with both synthetic and real data. In both cases the method
showed the ability to properly represent valid targets while significantly de-emphasizing clutter. On the
othe_r hand, the method was only able to de-emphasize the representation of jamming interference of low

power. Accordingly, it was suggested that for a realistic scenario an adaptive beamforming pre-processing




block aimed at canceling jamming would greatly benefit the performance of the deconvolution approach. It

is important to note, however, that while jamming interference may be very powerful and overwhelm a

target detection system, it is still a “one-dimensional” interference (single azimuth). On the other hand,

space-time deconvolution appears to be useful against some forms of interference that are truly two-

dimensional in nature, such as the clutter ridges that appear in spectral configurations (e.g. diagonals) that

effectively span a full range of Doppler frequencies and azimuth values.
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Abstract

The usefulness of wavelets in digital and signal processing has been widely accepted and appreciated for the
past several years. Also, the need for data compression as well as the ability to train networks via radial basis
functions has been known for the past decade. This research was conducted for the purpose to ascertain the benefits
of using wavelets for data compression followed by the use of a radial basis function to determine if data fusion in the
context of infared and passive millimeter wave imaging can benefit the identificatiion of potential targets as well as
discriminate between a non-target. The study showed that data compression can be attained while retaining a high
percentage of image characteristics of a target. Also, it is conjectured that data fusion most likely enhances target
identification. However, further study needs to be udertaken to determine under what conditions data fusion is most
successful. Finally, further investigation needs to be done to determine how well a non-target can be discriminated

from a non-target using neural networks.
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THE USE OF WAVELETS AND NEURAL NETWORKS IN DATA COMPRESSION AND DATA FUSION
WITH RESPECT TO TARGET IDENTIFICATION

LARRY A. BEARDSLEY

Introduction

in the recent past, the need for data compression has been recognized in many different applications. One
of the most well-known uses of data compression is in its value to fingerprinting. As of June, 1994, the FBI had about
30 million sets of fingerprints [ 5]. This number has substantially increased. These need to be digitized. For example,
when a thief is apprehended, fingerprints are recorded electronically. A central computer looks for a match. Until the
early 1990's, this process was time consuming and this would be costly to the chances of apprehending of the criminal
in fime that could be valuable. In the beginning, it was expected that older Fourier methods would succeed here.
However, with a compression ratio of 20:1, the fingerprint ridges could not be easily followed due to the fact that lines
were broken between one eight-by-eight square and the next. Also, the short-timed Fourier transform introduced too
much blocking. With the used of wavelets, the image can be compressed at the given ratio of 20:1 with little loss of
information. ,

With the above applications and even earlier ones, it was conjectured by prominent individuals in academia,
industry, and the defense agencies, that there may be widespread advantages to military applications. Since time is of
the essence when imaging a military target with either passive millimeter wave or infared or both, the less the amount
of data to be processed to obtain virtually the same target, the better. Since the advent of the Coiflet and Daubechie
wavelet, great work has been accomplished in many applications, and data compression is one of these.

For the past year, the effect of using wavelets in military applications has been studied. This study was
undertaken to determine if wavelets were beneficial in target identification with less data. Also, later in the research
period, the study of neural nets and radial basis functions was underaken to see how it benefited in target recognition
using the two methods of imaging, passive milliter wave and infared. No strong results are presented in this paper with
respect to this last venture due to time constraints. However, the value of the use of neural nets to train for target and
non-target is not to be minimized. A detailed summary report of results of compression of images and the effects of
data fusion on the given images using PCNN is to be presented to the laboratory along with this final report. Due to the
classification of the images and the number of them, they are not included in this report. Also, more detailed

suggestions are included in that follow-up report.

Methodology
Several military targets were provided by the laboratory. These targets were in the form of what is commonly

called “raw format” or “tif format”. The “tif’ formatted files could be opened using microsoft word. However, the wavelet
analysis could not be performed in this format. Yet, the raw format could be manipulated using matlab and a wavelet
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toolbox to perform both imaging and data compression. Also, results could be derived using matlab programming to
determine the percentage of the image retained as well as generating histograms of the wavelet coifficients which in
turn gave useful information. Also, programming was done to decompress the data. The results of data compression
were very positive yielding high compression ratios while retaining the “energy” of the given picture; that is, the image
was virtually the same after data compression.

The last aspect of the study took place with only a few weeks of the researcher's tenure at the laboratory.
So, conclusive results were not found. However, using a method called PCCN, “pulse-coupled neural networks”, to
segment the data, it is conjectured that PCCN can be used in the fusion of the two methods of imaging yielding
enhanced results in particular cases. Under what conditions, fusion is favorable needs to be studied as well as the
accuracy that target and non-target can be discriminated.
The Experiment

Original infared and mmw images were compressed using both the Daubechie2 and Daubechie6 wavelet
to compress the entire images. Then, PCNN was run on the entire image. Qutlines of the regions of interest (ROI) of
possible targets were generated. Then a wavelet histogram routine was used to find the 50 {or 25, or other depending
on what was called for) on the largest coefficients. A window was created around the region of interest. Then, an RBF
algorithm “was fo be used” to train a radial basis function using the given coefficients or the the wavelet histograms.
The next step was to do this for all N-1 histograms for training. Then, results were to be kept track of based on
probably of hit P(Hit) and P(miss).
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THE USE OF WAVELETS AND NEURAL NETWORKS IN DATA COMPRESSION AND DATA FUSION WITH
RESPECT TO TARGET IDENTIFICATION

The appearance of wavelets in mathematics is not so recent in mathematics but it is fairly recent in its
application to engineering, in particular to digital signal processing. The word wavelet or “ondelette” was first known to
have been used by the French researchers, Morlet [1}and Grossman [ 2 ], [3], in the early 1980°s. However, the
existence of wavelet-like functions has been known since the early part of the 20th century, the first examples being
the Haar wavelet and the Littlewood-Payley wavelet. Many of the ideas formulated using wavelets have their origins in
work in subband coding in engineering, coherent states and renormalization group theory in physics and the study of
Calderon-Zygmund operators in mathematics. However, it was not until recently that the unifying concepts necessary
for a general understanding of wavelets were provided by researchers such as [5] Stromberg, Meyer, Mallat,
Daubechies, and Lemarie. Since that time, the growth of applications of wavelets has been colossal with numerous
authors contributing significantly to the research.

To give the reader an appreciation for how wavelets play a role in data compression, it seems appropriate
that a short introduction to wavelets be given in this paper.

The wavelet transform is a tool that cuts up data, functions or operators into different frequency components,
and studies each component with a resolution matched to its scale. For example, in signal analysis, the wavelet
transform yields a time history in terms of its frequency components. In this one respect, the wavelet transofrm
performs in much the same way as the Fourier transform. The Fourier transform extracts from the signal details of the
frequency content, but loses all information on the location of a particular frequency within the signal. A partial solution
is attempted by windowing the signal and then taking its Fourier transform. The problem with windowing is that the
slice of the signal that is extracted is always the same length. As a result, the slice or number of data points used to
resolve a high-frequency component is the same as the number used to resolve a low-frequency component. The
wavelet transform’s solution to this is that it adapts the width of its time slice according to the frequency components

being extracted. For example, for a windowed Fourier transform expressed as
MHwy= [ f©eis—1ne™ds,

then the corresponding wavelet transform is
e [roo (S2)a

where the position of the slice of the signal that the wavelet samples in time is controlled by ‘b’ and the extent of the
slice by the parameter ‘a”. Wavelets are being used in signal processing to develop best basis methods for signal

compression and signal characterization.
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THE CONSTRUCTION OF WAVELETS AND THE RELATION TO DATA COMPRESSION

The construction of wavelets begins with vectors. We begin with the concept that every two-dimensional
vector (x,y) is a combination of the basis vectors (1,0) and (0,1). For example, the vector (4,3) can be obtained by
multiplying the first basis vector, (1,0) by 4 and the second basis vector, (0,1), by 3. In a like manner, all possible
vectors can be obtained by using the same two basis vectors. The basis vectors are not unique, but the number of
basis vectors for a given dimension, “n”, must be also be “n”. The best bases have another valuable property,
orthogonality. For example, the standard basis for R* includes the vectors (0,1) and (1,0) , and of course their dot
product is 0.

Considering four dimensions where we take the four components (x, , X,, X, , X, ) as the strengths of the
signal, if the signalis x = (1,1,1,1), the tone is steady whereas if x = (1,2,4,8), the volume is increasing. An easy way
to send a signal x is to give its four components. You are then using the basis for R* with basis vectors (1,0,0,0),
(0,1,0,0), (0,0,1,0), and (0,0,0,1) , and the numbers x, , x,, X, and x, are sent. You may question how this could be
less than optimal. The answer depends on the signal being transmitted.

Compression discards basis vectors that are absent or barely present in a signal. When the vectors
represent different frequencies, the Fourier basis, high frequencies can often be discarded. With the standard basis,
the vector (0,0,0,1) can be discarded, for example when the fourth vector is not used. It was novel in the early 1900's
to devise a basis that included the constant, or scaling vector, (1,1,1,1) and the second basis vector (1,1,-1,-1), up
once and down once. Alfred Haar, the German mathematician, completed a perpendicular baisis in 1910 by dilation
and translatilon (ie. squeezing and shifting). He squeezed the vector (1,1,-1,-1) to produce the third vector (1,-1,0,0).
Then, he shifted the third vector by two time intervals to produce the fourth vector (0,0,1,-1). These basis vectors are

the columns of the Haar matrix.

11 1 0
11 -10
A PR
1 -1 0 1

To find the amplitudes for longer signals, averages and differences are used. The averages move up in a
pyramid to be averaged again. The differences give the fine details at each level. Compression works by ignoring
what the eye cannot see and the ear cannot hear. So, for example, when a signal changes quickly, it is considered
unimportant; when a signal is almost steady, the signal may not be transmitted. The concept being developed here is
that of what is called multiresolution. We see a signal at multiple scales, fine, medium, and coarse. The signals are

resoived at each scale by details and averages.
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HOW MULTIRESOLUTIONAL ANALYSIS WORKS?

Before undertaking how multiresolutional analysis works, it may be helpful to first look at how to develop a
multilevel representation of a function. The goal of multiresolution analysis is to develop representations of a function
f(x) at various levels of resolution. We achieve this by expanding the given function in terms of basis functions ¢(x)
which can be scaled fo give multiple resolutions of the original function. In order to develop a multilevel representation
of a function in L%(R) we seek a sequence of embedded subspaces V, such that

{0 } ..cV,eV,cV, cV,...cLlR)

with the following properties:

(a) U j € V,isdensein L’(R). (where Zis the set of integers.)
(b) iezV,. {0}
© The embedded subspaces are related by a scaling law

gx)eV, <92 e Vi+1

(d) Each subspace is spanned by integer translates of a single function g(x) such that
g e V, < gx+1)eV,

We also seek a scaling function (x) € V, such that its integer translatges { ¢(x - k) , k € Z} from a Riesz
basis for the space V, . Then ¢(2x - k) form a basis for V, (Scaling by powers other than two is possible but is not

discussed here.) Therefore,
V,=span{ ¢(x-K) .k € Z}
V, = span{ ¢(2x - k) , k € Z}
Since the space V, lies within the space V, , we can express any function in V, in terms of the basis functions
k=
of V,. Inparticular, ¢(x) = Z ac  ®(2x-k) inwhicha, ke Zis a square summable sequence. *

k=—0

We will refer to equation (*) as the dilation equation. The dilation equation is often referred to as the refinement
equation or the scaling relation.

If we now define ¢ ., (x)=2"* ¢(2"x-k), then ¢ , (x), keZ forms a Riesz basis for the space V,,
The dilation parameter m will bae called the scale.

An example using the box function as a basis (commonly know as the Haar basis).
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This example will be used to demonstrate the validity of our assumptions. Refer to figure 1 (a).

a) _®
1r ﬂ 4 1 ) 4
o ‘ . 0
-1} -1 4
/] 2 4 0 2 4

0 2 4 ' ) 2 )
Figure 1. (3) The Haar scaling function ¢(x) m ¢, o . (b) Transiations of the Haar scaling function 4 o, 94, and [
{c) Dilations of the Haar scaling function ¢_, o and &_, .. (d) The Haar wavelet gix} m ¢, o

1 @ 1 &

1 O

§

o 05 1 I 05 1

ion. (a) /= sin{2nx)sin (4nx). (b) Appromnzuon at scale 4, P S
{c} Detail at sale 4, 0, £.{d) Approximation at scale S, P, f

Figure 2 & ive app

Lot _ I, 0<x<1
o o= 0, otherwise

From the figure, it is evident that {&(x - k), k e Z} is an orthonormal set. We can now approximate a function f e L*(R)
by its projection P, f onto the space V, :

k=
Pi= D cor ®x—k)

k=—w0

in general, a function may be approximated by its projection P_f onto the space V,;:
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k=
Pf=Pf= D cnr ®ar(x)
k=~

InfactP_f approachesfasm — oo

Figures 2 on p. 7 and Figure 3 below show two approximations to a function at consecutive scales. Note that the box
function satisfies the dilation equation with coefficients a, = a, = 1, and ¢(x) = $(2x) + ¢(2x - 1), and from this we
can see that

—i{2) : — b

1]
o
“

s @®

.%g-:

0.5
T 0 10 a0 0 0
Figure 3. (a)Huquia; ion, (b) Haar % (c)" bechi Dlsalmg jon, {d) Daubechies D4
{¢} Daubechics D6 scali ion, {{) Davbechies D6 'e'ml]) Battle-Lemari¢ scaling function, (h) Bmlputmné
wai

VeV, cV,...

This example shows that the box function can be used to develop a sequence of embedded spaces with each space
spanned by the translates of the box function at that scale.

Now , multiresolution decomposition takes the expansion coefficients ¢, of an approximation P, f,toa
function at scale m and decomposes them into

(1) the expansion coefficients, c,.,, of the approximation P, at the next coarser scale m -1,
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(2) the expansion coefficients, d,,,,  of the detail componentQ,_,f=P {-P_.f.

For details of the algorithm for this decomposition refer to Mallat [ 6 ]. Basically, the above process is repeated with
respect to the expansion coefficients ¢, , of the approximation P _f to find the coefficients c,,,, andd,,, , and soon.
The effect of multiresolution decomposition is therefore the breaking down of the L* space into a series of orthogonal

subspaces at different resolutions.

WHAT DO WAVELETS HAVE TO DO WITH DATA COMPRESSION?

The discrete wavelet transform (DWT) and the fast Fourier transform (FFT) have similitaries that have
practical application. The DWT and the FFT are both linear operations that generate a data structure containing log, n
segments of various lengths, usually filling and transforming it into a different data vector of length 2" . The
mathematical properties of the two transforms are also similar. For example, the inverse transform matrix for both the
FFT and the DWT is the transpose of the original. As a result, both transforms can be viewed as a rotation in function
space to a different domain. Conceming the FFT, the new domain contains basis functions that are sines and cosines,
whereas for the wavelet transform, the new domain contains more complicated basis functions called wavelets, mother
wavelets, or analyzing wavelets. Another similarity that both transforms have is that the basis functions are localized in
frequency, making mathematical tools such as power spectra and scalegrams useful at picking out frequencies and
calculating power distributions.

It is the most interesting dissimilarity between the wavelet transform and the fast Fourier transform that lends
itself to usefulness in data compression, feature detection in images, and noise removal from time series. Individual
wavelet functions are localized in space; fourier sine and cosine functions are not . This localization feature and the
wavelets’ localization of frequency makes many functions and operators using wavelets “sparse” when transformed
into the wavelet domain. It is this sparseness, in turn, which makes wavelets viable for the aforementioned
applications.

An advantage of wavelet transforms is that the windows vary. One would like to have some very short basis
functions in order to isolate signal discontinuities. Also, at the same time, in order to obtain detailed frequency
analysis, one would fike to have some very long basis functions. A way to achieve this is to have short high-frequency
basis functions and long low-frequency basis functions. This is exactly the happy medium that wavelet transforms
affords us. The main point here is that wavelet transforms do not have a single set of basis functions like the Fourier
transform, consisting of sine and cosine functions, but rather an infinite set of possible basis functions. Therefore,
wavelet analysis offers us immediate access to information that can be obscured by other time-frequency methods
such as Fourier analysis.

In the next section, a brief review of the mathematics behind wavelets will be given, but | deemed it
appropriate to offer a brief description of what wavelets look like and their characteristics. Wavelet transforms
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comprise an infinite set, and different wavelet families yield different trade-offs between how compactly the basis
functions are localized in space and how smooth they are. Many of the wavelet bases have fractal structure of which
the Daubechies wavelet family is an example. Within each family of wavelets are wavelet subclasses distinguished by
the number of coefficients and by the level of iteration. This is an extra set of mathematical relationships which the
coefficients must satisfy and is directly related to the number of coefficients. {7 ]

The key to the wavelet analysis procedure is to adopt a wavelet prototype function, called a mother wavelet,
Temporal analysis is performed with a contracted, high-frequency version of the protype wavelet, while frequency
analysis is performed with a dilated, low-frequency version of the same wavelet. Since the original signal or function
can be represented in terms of a wavelet expansion (using coefficients in a linear combination of the wavelet functions,
data operations can be performed using just the corresponding wavelet coefficients. [f you desire further to choose the
wavelets best adapted to your data or truncate the coefficients below a threshold, your data are sparsely represented.

It is this sparse coding that makes wavelets an excellent tool in the field of data compression.
HOW ARE FILTER COEFFICIENTS DERIVED FROM GENERALIZED SCALING FUNCTIONS AND WAVELETS?

From a heuristic standpoint to aid in a pedagogical environment, the Haar scaling function and Haar wavelet
previously described are very useful. However, from an applied standpoint, particularly to digital signal processing, the
Haar wavelet is not very useful. Their graphs are made from flat pieces consisting of t's, 0's, and -1's, and
approximation to most signals is poor at best. Many flat pieces are needed to represent even a sloping line to decent
accuracy. The Haar basis will not give compression ratios desired such as 20:1 minimally or 100:1. The key to the
problem is a better basis.

Actually, the Haar basis and scaling function described earlier are special cases of a more general class of

functions. In general, a scaling function, @ (x), is the solution to a dilation equation of the form

k=
()= D.a, B(Sx-k) (1)

k=~

A good choice of the dilation factor is S = 2, in which case the equation becomes

k=0
o(x)= D a, D2x-k) )

k=—0

The constant coefficients a, are called filter coefficients and it is often the case that only a finite number of these are
non-zero. The filter coefficients are derived by imposing conditions on the scaling function, ®(x). One condition is

that the scaling function and its translates should form an orthonormali set; that is,
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J@(x)(b(x+l)dx=60_g. ¢z @)

where 8,7 L =0
0, otherwise

A wavelet, ¥ (x), is orthogonal to the scaling function and is defined by

k=

FH= D (D a D2x-k) 4)

k=—0

where N is an even integer. This definition satisfies orthogonality since

k=»

© k=0
@Y = [ Ya, 0@k 3D e, @i-Dk
k=m0 k=~

=0.
The set of coefficients  {a,} and {(-1)‘a,_,., } are said o form a pair of quadrature mirror fitters.

Figure 3 depicts the Haar scaling function and Haar wavelet, Daubechies 4 scaling function and Daubechies 4
wavelet, Daubechies 8 scaling function and Daubechies 6 wavelet, and the Coiflet 2 scaling function and Coiflet 2
wavelet respectively. These were obtained by using different sets of filter coefficients to solve equations 3 and 4
above.

Now for the derivation of the coifficients. In order for the scaling function to provide a useful basis for
functional analysis, it should satisfy useful properties which lead to corresponding conditions on the filter coefficients.
These properties are:

() To uniquely define all scaling functions of a given shape, the area under the scaling function is normalized to unity;

that s,

T O(x)dx = 1. @)
Also, the fact that the scaling function h_:s a non-vanishing integral forces the sum of the filter coefficients to be equal
to 2; that is, ksza . = 0. (If this is not obvious, employ the “trick” of multiplying the scaling function ~ ®(x) by 2 and
k=—o
integrating by 2 to obtain
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Q0 k=

2T¢(x)dx=2j' Y a, @@k

—p k==

k= ®

= >a, J'cp(zx—k)d(z:c—k)

k=—0 —0

k=
= Ya.=2 (5)
k=—0
k=00
The uniqueness of ®(x) is guaranteed by Za . = 2. However, a smooth solution does not necessarily follow.
k=—c0

As an example, letc, = 2 with ®(x)= & (x). Then & (x) =23 (x), and yet the delta function is not smooth.

For a scaling function to be orthogonal to its integer translates, the filter coefficients must satisfy the additional

requirement that '[d)(x)GJ(x +0dx = 8,4 Lel

k=
This forces the condition Z Qron= 28,0 L€l (6)

k=—0
To determine a unique set of filter coefficients, one more condition other than (5) and (6) needs to be satisfied. Inan N
coefficient system, the two equations yield a total of N2 + 1 equations. For a unique solution, another N/2 - 1
equations are necessary.  To obtain the remaining equations, it was discovered by Daubechies [ 4] that we can
require the scaling function to be able to exactly represent polymonials of order up to, but not greater than p.
Enforcement of this requirement results in the compactly supported wavelets developed by Daubechies. This

requirement for approximation of order pis that any function of the form

fx)=a, + ax+ ax +ax + .. +a, @)
k=

can be exactly represented by an expansion of the form f(x) = Z a, &(x-k). : (8)
k=—00

Another way of saying this is that the polynomials 1,x, . . ., X' are linear combinations of the translates,

®(x — k). This now may be translated as a condition on the wavelet. Taking the inner product of the equation in (8)
with y (x) yields

k=co

(f(x), ¥(x))= Z a, (®(x—k),¥(x)y= 0.
k=—o
Using this result with (7) and (8), we arrive at

a, T‘I’(x)dx +a, T\I—’(x)xdx+a2+ ..ta, T‘P(x) X dx.

Since this identity is valid for all a, (j=0,1,2,..., p-1), choosing a,= 1 and letting all other a, = 0
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yields J\P(x)xf d = 0, £=0,12,., p ©)

So, the first p moments of the wavelet must be zerc.. To determine the constraints this places on the filter coefficients,
substitute equation (4) into (9). From this, it can be shown that

k=0

3 (rakf=0,1=012..,p-1 (10)

k=-c
It was shown earlier that equation (10) must yield n/2 - 1 new equations. Now, the equation obtained by letting 1= 0 is
redundant since it may be obtained from

J 2[equaion(6)]: - « + 4 equation(6)]: » . ~ [equation(5)]* 1)

Equation (11) yields p-1 new equations which implies from (9) that p = N/2. So, the final conditions on the filter
coefficients is

k= f
> (fak=0, £=0,12..N2-1 (12)

k=
Thus, the filter coefficients {a k= 1,..., N - 1} for an N coefficient system are uniquely defined by (5), (6), and (12).
The table below gives the coefficients for the Daubechies D$, D6, and D8 wavelet systems. The final problem that has
1o be constructed is the actual scaling function ®(x) from the fillter coefficients.

Table |. Filters coefficients for Daubechies DN filter where N = 4, 6, and 8 (rounded to nearest ten
thousandth).

k D4 D6 D8

0 0.6830 0.4704 0.3258
1 1.11830 1.4144 1.0109
2 0.3170 0.6504 0.8922
3 -0.1830 -0.1909 -0.0396
4 -0.0450 0.2645
5 0.0498 0.0436
6 0.0465
7 -0.0150
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How are the scaling functions constructed?

Generally, scaling functions do not have a closed form solution; rather, they have to be generated recursively
from the dilation equation (2). This equation may be explicitly written as
O(x) = ao®(2x) + a®2x — )+..+av- 1 P2x - N +1)
Writing this relationship for all integer values x = j, the following set of equations can be generated.
®(0) = a.D(0)
®(1) = ae®(2) + a ®(1) + a-D(0)

D(2) = aoD(4) + a:D(3) + a:D(2) + asD(1) + a.D(0)

DN —2) = ax- DN 1)+ av- DN = 2) + av - O(N - 3)
O(N -1) = an - O(N -1)

The matrix form of the above can be generated and may be writtenasM @ = @.

So, the vector of integer values of the scaling function, @ , is the eigenvector of M corresponding to the eigenvalue 1.

As in all eigenvalue problems, the solution of the equation
M-)@=0. (13)

is not unique, and therefore a normalizing condition is needed in order to determine a unique eigenvector. In this case

the normalizing condition arises from equation 4. After some calculation, we obtain

Iio o(i)=1,ie2 (14)

k=—
Therefore, the values of the scaling function at the integers are given bhy the solution to equation (13) and normalized
by equation (14).  So, we have how to find the integer values of 'x’; the values of
®(x) of the half integers can be found by equation (2). Thatis,

k=
D(x/2)= Zakd)(x—k), (15)

k=—0
So, this process is repeated as many times as necessary to find the values of ®(x) atalldydadic points

{y? ,nezj
How to Calculate the Wavelet Coefficients for a particular Example.

An example: The Daubechies 4 coefficient wavelet system
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We will demonstrate how to use the previous results to construct the D4 (Daubechies 4 coefficient) scaling
function and wavelet.

(1) First construct the filter coefficients.
So, we want to solve equations (5), (6), and (12). The easiest way todo tihis is to include the redundant
equation for £ = 0 in equation (6), which we know is linear, and to exclude the non-linear equation for £ = 1in equation

(12). Therefore, we have

8,43, +a, =2
8 '+a,43,"a =2
3-8,+3,-2, =0

-g,+a,+2a,-33, =0

Now, from the above linear equations, we have:
a,=a, -12, a,=32-a,3=1-3,

Substituting for a , , a, , and a, in the quadratic equation and solving gives

+
a, = 3 _4J§, and from this we find that
1+43  3%3 1743
a = 18, = & =
4 4 4

It is obvious that one set of solutions is the antithesis of the other. That is, if one leads to the scaling function @ (x),
then the other will lead to ® (-x). Yet, both equations satisfy the condition of normality, orthonormality and exact
representation of a linear function. The solution that will be adopted is the one with the upper of “plus-minus or minus-
plus” in the above notation.

The values of the scaling function at the integer points are given by  equation (13):

a-. 0 0 0 1[®0)] [0
a Q-1 Q 0 || &) 0
0 a  a- a || D(2) "o
0 0 0 ao-:{|®(3)] |0
From this, we find that ©(0)= 0, ®(3)=0, ®(2) = l:ﬁ (1)
1+4/3
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Substituting this into equation (14) yields

@(l) =

1+2‘/?_’ and B(2)= 1—‘-2£

Equation (15) then gives us the values of @(x) at the half-integers.

2443
4

cp(-;-j =3,0(1)=
cp@j =3,0(2)+ a,d(1)=0
2-43

4

cp@) -a,002)+

Now, the Mallat [6] transform decomposition algorithm or another can be used to operate on the coefficients

for data compression.
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1 Introduction

The research described in this report was conducted with the objective of studying and suggesting
ways to improve the performance of Air-to-Ground Target Recognition systems that use High
Resolution Radar (HRR) data. Specifically, we worked with the HRR data for five target vehicles.

During the first phase of research we performed a number of investigations with the objective
of learning about the nature and characteristics of the HRR data. Our perspective during these
studies was to determine the suitability of various types of features for the classification of target
vehicles.

The insights provided by these studies led us to hypothesize that ATR performance can po-
tentially be improved if instead of uniform-width templates, sets of variable-width templates are
constructed from data. We developed a heuristic search based algorithm for constructing variable-
width templates and demonstrated the potential improvement.

In the following sections we first list the results of the studies performed with the data and
then outline our algorithm and results for constructing variable-width templates. We also describe
a hierarchical attributes based recognition system for which only some preliminary work was
initiated during this study.

2 Nature of Data

Our studies were performed using synthetic data generated by the XPATCH system. A brief
description of the data is as follows. A transmitted signal containing 100 different frequencies is
beamed at the target vehicle and the reflected energy is collected. This reflected energy depends
on the shape of the reflection characteristics of the area from which it is reflected. A plot of the
reflected energy for the 100 pulses, the (signature), contains information about the characteristics
of the reflecting area. The data consists of signatures obtained from every 0.04 degree of each
target vehicle. This gives us a 100 x 9000 matrix of complex numbers for each target vehicle and
for a fixed elevation angle. We worked with the data for 5 target vehicles. These vehicles were:
M1 tank, T-72 tank, School Bus, Fire Truck, and Scud Missile.

3 General Approach

The three phases of the ATR process are: (i) Pre-processing of data; (ii) Data Reduction and
Representation; and (iii) Pattern Recognition. In the following. w2 discuss the prevalent methods.
details of studies performed by us and the results of modifications implemented by us.

3.1 Pre-Processing of Data

Most prevalent methods transform the signatures from frequency domain into time domain using
Fourier Transform methods and work with the resulting Range-Profile data. In our studies we
used the magnitude part of such Range-Profile data. We also performed a power transform of the
data before using it so as to restore the normal distribution of the values that gets altered during
the process of computing magnitude of complex numbers. A plot of one range profile is shown in
Figure-1. Figure-2 shows the intensity plot for the 9000 range profiles of one target.




1.8

1.6

1.4

1.2

Figure 2: Intensity Plot of 9000 Range Profiles for Fire-Truck
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3.2 Data Reduction and Representation

The data that needs to be stored for each target consists of one array of 100 x 9000 complex
numbers for each target, and for each angle of elevation. This is an enormous amount of data.
There is a large amount of redundancy in this data which arises due to the fact that signature of
a vehicle varies only gradually as we change the rotational and/or the elevation angle.

In current ATR methods, this redundancy is exploited by constructing templates of fixed-sized
angular regions around a vehicle. Typically, 180 templates of 2-degree angular width each may be
constructed for a vehicle. Within each such template fifty contiguous range-profiles are averaged
to obtain the representative femplate signature. During the recognition stage, a signature is
matched to these templates to find the closest template. Figure-3 shows the intensity plot of
range profiles for T-72 (for 90-180 degrees region) and also a similar plot for 3-degree templates
in this region. Representation of 9000 range profiles for a target by 120 or 180 template signals
is significant reduction in the amount of data to be stored.

3.3 Recognition

The Prevalent Method is to determine the distance between the sample (to be classified) range-
profile and each of the template signals and find the closest template. Sample is then classified
as belonging to the target of the closest template.

4 Preliminary Investigations

We performed a number of investigations for determining the characteristics of the HRR data for
the targets. Most of these investigations employed measurement of various information-theoretic
quantities for the data sets. A brief description of the investigations and their results is mentioned
below.

e Task 1: We computed informational entropy for each range profile for the HRR data for
each target. The calculation for the entropy was performed as follows. Take range profiles
Pm.pm + 1, and pp42 for a target. Each of these profiles is of the type shown in Figure-1
and consists of 100 real values. Determine the maximum Maz and the minimum Min
of these three hundred values. Partition the Maz-to-Min range in 25 equal intervals and
determine the number of data points (out of 300) lying within each interval. Compute the
entropy

25
Em = —Pilog(P;) : (1)
=1

where P; is the probability of a data point belonging to the it* of the 25 intervals. This
value is shown as the entropy for the m™ point and the step is repeated for all the 9000
profiles of a target data. An example of such a plot for target M-1 is shown in Figure-4.

~ These investigations showed areas of each target that are rich/deficient in informational
entropy. Interestingly, each target’s data showed very low entropy value around 0, 90,
180, and 270 degree regions. Intuitively, it is easier to distinguish targets in regions
where they possess high informational entropy.
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Figure-4: Entropy Values for the HRR Data of M-1 Tank
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Figure 5: Mutual Information between Pairs of Targets




e Task 2: We compared the informational entropy of range profiles, the same quantity as
described above, for all targets before and after applying the power transform. Figure-4
shows the plots for the entropy values in the two cases.

~ It is evident from these plots that throughout the target’s 360 degrees the entropy value
increases by an almost constant amount as a result of applying the power transform.
However, the relative amount of information in various regions of a target remains the
same.

e Task 3: Computed Mutual information for all pairs of targets. This study compared
regions of targets and showed which regions were similar/different to each other from the
perspective of informational entropy. A sample output is shown in Figure-5.

5 Seeking Good Features

Based on the insight provided by the above studies we designed a set of hierarchical features to be
extracted for the HRR Data set of each target. An overview of these features can be summarized
by the three-level binary tree shown in the following diagram.

NN

4 5 6 7

One such binary tree corresponds to one range-profile signal similar to the one shown in Figure-
1. Each such signal is 100-points wide. we examine all 10-point wide regions and determine the
region with maximum amount “Energy” in it. An estimated measure of energy is obtained by the
- pro€@uct of informaiional entrop} in ihie 10-point wide region and the average vaiue of the signal
in the region. The cexter ¢f this 10 -point wide region is calied the location of the corrasperiding
energy amount.

For a signal we determine the location of the maximum energy and assign it to the node
number 1 of the binary tree. The signal is then partitioned at this point into two parts. The Left
Part contains the signal that lies to the left of the 10-point region of maximum energy and the
Right Part contains the signal that lies to the right of the maximum energy region. Determination
of regions of maximum energy and partitioning is recursively continued until the seven nodes of
the above tree have been filled. It is possible that many nodes of this tree may remain unfilled
due to the nature of a particular signal.




This system was fine-tuned and binary trees determined for the 180 2-degree templates of
each target. That is, data for each target was reduced to 180 template signals by summing over
2-degree regions and then a binary tree was generated for each resulting template signal. Figure-6
shows a plot of these binary trees for a target. This plot only shows the locations where regions
of high energy are found in the consecutive template signals. Solid line shows the locus of the
location stored at node number 1 of the tree. Loci for the locations stored at node numbers 2
and 3 of the tree are shown by dashed line; and those for node numbers 4 and 7 by the dotted
lines. The plot shown in Figure-6 presents a very good presentation of the main scatter centers
for the target. This is a validation of the fact that the features capture good physical properties
of the target from the HRR data. There is much noise, however, in the plot in Figure-6 and the
definitions of features need to be further refined before a recognition system is finally constructed.

The binary tree representation stores at its nodes information about the locations and amounts
of energy at the various energy-centers of a signal. This information can be used to synthesize
new attributes at each node. For example, a moment-of-energy can be computed at each node
based upon the moments-of-energy at the children nodes. A number of encouraging results were
obtained in this direction but they also pointed towards an anomaly having its origins in the
data-reduction stage.

5.1 A Problem with Template-Making

Each range-profile is a signal consisting of 100 values. In our HRR dataset a signal is obtained
after every 0.04 degree movement around a target, and from a fixed elevation. This results in 9000
range-profiles being collected for a target, for an elevation. Templates are made by Averaging
contiguous sets of 50 profiles each, assuming that the shapes of signals change only gradually.

The assumption that the shapes of signals change only gradually is largely true but there are
numerous points where the transitions in signals’ characteristics are sharper than the usual. When
the sharper transitions are included within a templates and the signals averaged, the resulting
templates have larger variation from the individual signals contained in the template. More
formally, let us define i** range-profile as P;(k) where k takes the values from 1 to 100. The m®*
template ¢,, is formed by averaging 50 contiguous range profiles as follows:

mx50
tm(k) = > P(k) for k=1...100. (2)

I=(m—1)*50+1

. The everagad template signals-differs from each of the 50 individual signals of which it is an
averagz. Onc way to define this crror for the 7 range profile is by determining the Square-Error
as follows:

Ei(k) = (abs(Py(k) — tm(k)))® for k=1...100. (3)
The average of the Square-Error vector for a template can be computed as follows:
mx50
MSEn(k)= > Ef(k) for k=1..100. (4)

I=(m—1)*50+1

Figure-7 shows a template signal and its corresponding MSE signal. A measure of how much, on
the average, a template varies from its constituent signals can be obtained by computing the area
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under the MSE curve shown in Figure-7. This area can be computed as:

100
ERRORm =Y _ MSEq,(l). (5)
=1

5.2 Uniform-Width Templates

The prevalent method for making templates is to partition the entire angular region around a
target into equal-sized angular regions and then average the range-profiles falling within the region
of each template. For our dataset, if we want to make 2-degree templates then contiguous sets
of 50 profiles would be taken to form template signals. The starting points of these templates
would be at profile numbers: 1, 51, 101, 151 ...8951. The average error resulting from forming
180 uniform-width templates in this way can be determined as:

180
Avg— MSE =1 /180(2 ERROR;,. (6)
n=1

5.3 Variable-Width Templates

Our insights into the HRR data for target vehicles suggested that the ERROR resulting from
averaging within a fixed-width template is high because signatures of significantly different char-
acteristics get averaged together. That is, the angular regions around a target where the transition
in signal shapes is sharper than the average gradual rate of change, the resulting template signals
have higher value for ERROR. The ERROR-value can be decreased if the boundaries of the 180
templates are moved around and readjusted in such a way that the points of sharper transitions
form the boundaries between templates. The problem now is to determine the placements for the
boundaries such that the ERROR is minimized.

5.4 Heuristic Search for Template Boundaries

The problem of finding the template boundaries so as to minimize the value of ERROR is an
optimization problem and can possibly be formulated in a number of different ways. After our
initial attempts at formulating it in terms of some relaxation algorithms did not show much
promise, we formulated it as a heuristic search problem. Main steps of this algorithm are as
follows:

the entire dataset for the target. Determine the value of MSE for each 5-degree template as
the window slides across the target. Figure-8 shows a plot of the MSE value for one target.

2. Rearrange the points according to increasing values of their corresponding MSE values.
3. Select a subset of 50 template-starting points from the above list such that:

(a) Every range profile gets included in one or the other template. (By a template we refer
to all those contiguous range profiles that will be averaged to obtain a representative
template signal.)
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(b) No two templates overlap.

(c) Starting points are chosen as much as possible towards the beginning of the list created
in step-2.

A set of points generated as above constitutes one hypothesis about the template starting
points. It is possible to generate a number of such hypotheses. After generating these
hypotheses we have to find the best solution by suitable refining the most promising hy-
potheses by operators that change the staring points of templates. This is achieved by the
following step that performs a heuristic search.

4. Run a heuristic algorithm (modeled after A* search algorithm) with the following search
operators:

(a) Expand a template to include more range profiles.

(b) Partition a template into two templates in such a way that their weighted MSE is
minimized. The weightings are provided by the width of each partition.

(c) Merge two adjoining templates into one.

At each step of this algorithm a heuristic function is used to determine the hypothesis that
should be selected for modification by one of the above steps.

5. The algorithm terminates when the number of templates has reached 180.

For the case of uniform-width templates the value 4A1¢g-MSE as defined above gives an in-
dication of “Goodness” of the templates. The same function can be employed to determine the
similar “Goodness” for the variable-width templates generated by our search algorithm. However,
there is one difference that we must account for. When the templates are of different widths their
contribution to the average error for all the templates should be in proportion to their individual
widths. That is,

180
Avg — MSE = (1/9000)()_ (ERROR, » Widthn) where (7)

n=1
Width,, is the width of the m;, template. The heuristic functions chosen by us for the above
described search algorithm were designed to minimize this error function. It is also possible to
alter these heuristic functions and minimize some other measure of error, such as,
Avg - MSE = (Mezl®,{ERROR,. + Width;,). . (8)

n=

5.5 Results of Search Algorithm

We plotted the values of Avg-MSE for an equal number of uniform-width and variable-width
templates constructed from the same regions of all targets. The plot for the fire-truck target is
shown in Figure-9. It can be seen from this plot that for the case of 180 templates the average
value of error for variable-width templates is about 12% less than the error for the same number
of uniform-width templates. Or alternatively, about 30% fewer templates of variable-width need
to be constructed for maintaining the same error rate. Figure-10 shows the distribution of error-
values for individual templates for the two types of template construction procedures.
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This result is significant in that is demonstrates that by adjusting the boundaries of templates
it is possible to significantly reduce the Mean-Square Error within each template. This should
result in enhanced performance for those implementations of ATR algorithms that use variable-
width templates instead of uniform-width templates.

The comparison between uniform-width and variable-width templates was performed for each
of the five targets. It is evident from these tests that the weighted average of the MSEs can be
reduced by approximately 10-15 percent, or alternatively, the same MSE level can be maintained
by constructing 30-40 percent fewer variable-width templates.

The above results have been possible with the help of a very crude heuristic implemented only
for demonstrating the correctness of the approach. The intuitive explanation for the improvement
is that the structural features of the target vehicles are aligned at the boundaries of variable-width
templates. It is possible to improve these heuristics and obtain better reduction in the MSE values
by constructing variable-width templates.

6 Conclusion

The main contribution of this research has been the demonstration of an algorithm for efficiently
constructing variable-width templates. These variable-width templates result in template signals
for ATR that have significantly smaller data-compression error. This can help increase the per-
formance of ATR systems. The scope of this study was limited and the actual ATR tests could
not be carried out to ascertain the extent to which the performance of ATR can be improved.

Other contributions of this study are the insights that have been obtained into the character-
istics of the HRR data for ground vehicles.
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